
HAL Id: hal-04573900
https://brgm.hal.science/hal-04573900

Submitted on 13 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Managing Rockfall Hazard on Strategic Linear Stakes:
How Can Machine Learning Help to Better Predict

Periods of Increased Rockfall Activity?
Marie-Aurélie Chanut, Hermann Courteille, Clara Lévy, Abdourrahmane

Atto, Lucas Meignan, Emmanuel Trouvé, Muriel Gasc-Barbier

To cite this version:
Marie-Aurélie Chanut, Hermann Courteille, Clara Lévy, Abdourrahmane Atto, Lucas Meignan, et
al.. Managing Rockfall Hazard on Strategic Linear Stakes: How Can Machine Learning Help
to Better Predict Periods of Increased Rockfall Activity?. Sustainability, 2024, 16 (9), pp.3802.
�10.3390/su16093802�. �hal-04573900�

https://brgm.hal.science/hal-04573900
https://hal.archives-ouvertes.fr


Citation: Chanut, M.-A.; Courteille, H.;

Lévy, C.; Atto, A.; Meignan, L.;

Trouvé, E.; Gasc-Barbier, M. Managing

Rockfall Hazard on Strategic Linear

Stakes: How Can Machine Learning

Help to Better Predict Periods of

Increased Rockfall Activity?

Sustainability 2024, 16, 3802.

https://doi.org/10.3390/su16093802

Academic Editors: Fernando António

Leal Pacheco and Yaxun Xiao

Received: 14 February 2024

Revised: 27 March 2024

Accepted: 26 April 2024

Published: 30 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sustainability

Article

Managing Rockfall Hazard on Strategic Linear Stakes: How Can
Machine Learning Help to Better Predict Periods of Increased
Rockfall Activity?
Marie-Aurélie Chanut 1,* , Hermann Courteille 2 , Clara Lévy 3 , Abdourrahmane Atto 2, Lucas Meignan 4,
Emmanuel Trouvé 2 and Muriel Gasc-Barbier 1,5

1 Team GéoCoD, Cerema, 69674 Bron, France; muriel.gasc@cerema.fr
2 LISTIC, Université Savoie Mont-Blanc, 74944 Annecy, France; hermann.courteille@irisa.fr (H.C.);

abdourrahmane.atto@univ-smb.fr (A.A.); emmanuel.trouve@univ-smb.fr (E.T.)
3 BRGM, 45060 Orléans, France; c.levy@brgm.fr
4 Géolithe, 38920 Crolles, France; lucas.meignan@geolithe.com
5 GERS, Université Gustave Eiffel, 77454 Marne-la-Vallée, France
* Correspondence: marie-aurelie.chanut@cerema.fr

Abstract: When rockfalls hit and damage linear stakes such as roads or railways, the access to
critical infrastructures (hospitals, schools, factories . . .) might be disturbed or stopped. Rockfall risk
management often involves building protective structures that are traditionally based on the intensive
use of resources such as steel or concrete. However, these solutions are expensive, considering their
construction and maintenance, and it is very difficult to protect long linear stakes. A more sustainable
and effective risk management strategy could be to account for changes on rockfall activity related to
weather conditions. By integrating sustainability principles, we can implement mitigation measures
that are less resource-intensive and more adaptable to environmental changes. For instance, instead
of solely relying on physical barriers, solutions could include measures such as restriction of access,
monitoring and mobilization of emergency kits containing eco-friendly materials. A critical step in
developing such a strategy is accurately predicting periods of increased rockfall activity according to
meteorological triggers. In this paper, we test four machine learning models to predict rockfalls on
the National Road 1 at La Réunion, a key road for the socio-economic life of the island. Rainfall and
rockfall data are used as inputs of the predictive models. We show that a set of features derived from
the rainfall and rockfall data can predict rockfall with performances very close and almost slightly
better than the standard expert model used for operational management. Metrics describing the
performance of these models are translated in operational terms, such as road safety or the duration of
road closings and openings, providing actionable insights for sustainable risk management practices.

Keywords: rockfall; rainfall; machine learning; predictive models; risk management; transient
mitigation measures

1. Introduction

Rockfalls are gravity-driven instabilities affecting steep slopes of soft and hard rocks [1–3].
Rockfall volumes span several orders of magnitude at the site scale, from about 10−2 m3

up to 102 m3 or more [4–6]. Rockfalls can hit and damage linear stakes, such as roads or
railways, thus having an impact on the access to critical infrastructures (hospitals, schools,
factories . . .) [7]. Building protective structures (hanging nets, gabion-walls. . .) is the main
chosen solution to manage this risk [8]. However, the real cost of installing protective
structures is often underestimated, as their maintenance is often not carried out correctly.
In addition, the design of the structures is based on current hypotheses, but considering the
prospective impacts of climate change, rockfall activity and hazard may change significantly
in the coming years. When built, protective structures are difficult to change. Furthermore,
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for managers who have to protect a significant length of infrastructure and have a limited
budget, it often makes no sense to install protection structures in one area without being
able to protect the area next to it. Faced with this situation, new risk management practices
for linear stakes are being developed, particularly taking into account the increase in the
level of hazards when implementing mitigation measures (restricting access, monitoring,
mobilizing emergency kits, etc.). This approach could be a more sustainable and effective
way of managing risks. This solution is more economical, saving on raw materials such
as steel and concrete, and does not alter the ground in situ. Nevertheless, a critical step
in developing such a strategy is the proper prediction of periods with increased rockfall
activity according to identified triggers. Figure 1 illustrates the two approaches for rockfall
risk management: the main chosen approach using protective works and the proposed
approach using temporary mitigation measures. Table 1 compares, for each approach,
their effects on risk, their relative building cost and maintenance cost, their relative CO2
emissions, as well as the constraints for implementation and maintenance.
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Figure 1. Two approaches for rockfall risk management: the main chosen approach, using protective
works (A) and the proposed approach, using temporary mitigation measures (B).

Table 1. Characteristics of two approaches for rockfall risk management.

A B

Effects on risk

Decrease in: Decrease in:
- Probability of rupture - Exposure ratio during road closure
- Probability of propagation (on the road) - Probability of propagation with temporary
Increase in: protective work
- Exposure ratio for rope workers

Build cost high low

Maintenance cost high low

C02 emission high low

Implementation

- Need access and space to build protective works - Need data to train the predictive model
- Protectives works cannot prevent high
magnitude events

- Need permanent staff to implement
temporary measures

- Generally too costly to apply all along linear stakes - Risk level depends on the accuracy of the
predictive model
- Risk never tends to be zero
- Need unexposed alternate road during full
road closure

Maintenance
- Difficulties in adapting to hazard changes due to
global warming

- Adapt to hazard changes due to global warming
with predictive model training on new data

- Difficulties in maintaining protective works
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To carry out this work, it is necessary to understand the physics relative to rockfalls. It
was evidenced that the first-order control on the rate of rock wall retreat are the geological
and geotechnical characteristics of the cliff (e.g., the mechanical resistance of the rock
mass, the discontinuity network, etc.) when studying similar environments, such as alpine
mountain slopes [5] or coastal cliffs [9]. These observations are consistent with many
descriptions of rockfall scars. These surfaces consist mostly of pre-existing discontinuities
(fractures, cracks, joints, strata limits, . . .), and only small rock bridges maintain the rock
compartments prior to their collapse [10–14]. Thus, the evolution of a rock compartment
toward its collapse depends on the degradation of the mechanical characteristics of theses
rock bridges and their reduction in number and section. Without human intervention, this
evolution spreads over a very long period of time under the influence of environmental
factors such as meteorological factors [10], earthquakes [15–17], volcanic eruptions [18,19]
or sea waves [20–22]. As reported in [23], several physical mechanisms can be involved
by the same meteorological factor (for example, rainfall can induce water pressure in rock
joints, clay swelling in rock joints, rock dissolution, leaching).

The processes that most significantly influence rockfall activity depend on the geo-
graphical context. For an alpine cliff of average altitude, the rockfall frequency can be
multiplied by 7 during freeze-thaw episodes and by 26 when the mean rainfall intensity
is higher than 5 mm·h−1 [23]. For high alpine cliffs, the permafrost melting is the major
factor [24,25]. In La Reunion Island, located in a tropical environment, the only evidenced
meteorological trigger with statistical significance is rain [26]. Thus, it is possible to es-
tablish a link between rockfall activity and environmental triggers when databases of
rockfall occurrences covering long periods of time exist. A review of the available statistical
methods to define a rainfall-rockfall relationship is proposed [27], allowing for a better
understanding of its stochastic nature. Circular von Mises distributions are used to show
the correlation between rockfall frequencies and meteorological conditions and show the
weighting of each meteorological trigger [28–30]. The authors of [31] adopt a consolidated
statistical approach defining rainfall thresholds based on both the cumulated rainfall and
the duration of rainfall events related to each rockfall.

Statistical tools could provide real-time forecast of rockfall hazards and the associ-
ated risk [27]. Indeed, our ability to predict periods of increased activity according to
meteorological triggers already provides some benefits for operational risk management.
Infrastructure managers (roads, railways, navigable waterways, bridges, etc.) should be
able to implement a risk management strategy that includes the following:

• Ensuring the safety of users and staff by preventing accidents and secondary accidents;
• Maintaining continuity of service (the road must remain open for as long as possible);
• Justifying the money spent on infrastructure maintenance;
• Guaranteeing their own legal certainty.

If we focus only on the two first points, traffic has to be maintained for as long as
possible and, in the meantime, the road user (or other linear infrastructure) should remain
safe. When a rockfall hits a road, the road often has to be closed, even partially, to clear
and secure the cliff below. If a traffic alternator or if a diversion is needed, the risk of users’
exposure should not be greater in the waiting area or on the diversion than on the road. In
the meantime, preventive road closures can be decided when periods of increased rockfall
activity due to meteorological triggers are predicted, but such closures may not be well
accepted if they occur too frequently without any accompanying rockfall incidents. Thus, if
an automatic management system of the traffic is required, this system should be able to
minimize the unneeded closures and, if possible, ensure road closure as shortly as possible
before rockfall events. To achieve this, the site should be described very precisely (e.g., its
geological and geotechnical settings, the spatial variability of rockfall hazard), as well as
the triggering factors of rockfalls.

In geoscience domains, such as landslide analysis, many machine learning (ML) mod-
els have been proposed in the last decade, in parallel with the densification of satellite, lidar
or radar acquisitions. A general survey is presented in [32]. For landslides, many devel-
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opments using ML and Deep Learning (DL) are focused on change detection, landslides
inventory and susceptibility mapping [33] or rockfalls detection [34]. Up to now, to the best
of our knowledge, ML has not been used for rockfall prediction. Statistical studies [23,26,27]
have found some triggering factors of rockfalls, such as rainfall amounts and freeze-thaw
cycles and have provided some predictions, but the performance of these statistical models
has not been compared until now. The novelty of our article lies in using ML tools to
predict rockfalls, defining tools to quantify model performance, comparing these models,
and interpreting the results for the operational management of transport infrastructures.

We therefore propose using ML algorithms to improve the prediction of periods of
increased rockfall activity, as they are more automatic and more likely to look for causal
links in rare events. Here, the approach is only temporal. The suitability of 4 ML models to
describe rockfalls triggered by meteorological conditions, especially rainfall, is evaluated. A
13 km-long road on La Réunion Island (Indian Ocean), which is prone to recurrent rockfalls,
has been selected because of the road’s strong socio-economic role, the large amount of
protection works carried out, the long-term rockfall database available and the high rate of
rockfall production.

After describing the study site (Section 2) and the data used to build predictive models
(Section 3), the ML models obtained are described in Section 4. The models’ predictions
and the support provided for operational management of the road are finally discussed in
Section 5.

2. Study Site
2.1. Location, Topography and Stakes

The study site is the RN1 road on La Réunion, a volcanic island located near the
south-east coast of Africa. It is 82 km-long and connects the north to the south of the island
through the West coast. It is a two-way, four-lane road where the traffic has increased from
45,000 vehicles/day in 2006 [35] to about 60,000 vehicles/day in 2018 [36]. The studied
section is 13 km long and stretches between La Possession and Saint Denis (Figure 2a). This
section lies between 90 to 200 m-high subvertical cliffs and the sea (Figure 2b). The cliffs
are partly human-made, cut in the 1950’ to build the road. Thus, several of the original
valleys are now situated in the middle of the cliffs (Figure 2d). Two rivers still flow directly
to the sea: Jacques, at landmark KP 7.5 km (or Kilometre Point 7.5), and Grande Chaloupe,
at landmark KP 8.5 km (Figure 2c).

2.2. Geology

The cliffs are composed of one to three different geological units, named inferior, inter-
mediate and superior (Figure A1, [37–40]). The inferior unit corresponds to a lithological
structure composed of alternating layers of basalt, crystallized magma, scoriae and sedi-
mentary rocks. It was deposited during the volcanic activity of the Piton des Neiges, about
2 million years ago. Dykes are abundantly present on this structure due to volcanic activity.
The intermediate unit was deposited afterward, during a stage of volcanic dormancy. This
unit corresponds to sediments produced by erosion that filled valley beds. The superior
unit corresponds to a lithological structure very similar to the inferior unit. It was deposited
during the volcanic activity of the Piton de la Fournaise volcano, about 1 million years ago.
Its basal interface accommodates the morphologies of paleo valleys.

The inferior unit is present all along the road. As it is the oldest geological unit, it is
also the most altered. The intermediary unit appears only in some segments. The superior
unit appears at KP 2 km, but is mainly present between KP 5 km and KP 10 km (Figure A1).

All these geological units produce rockfalls that can reach volumes up to 5000 m3

(Figure 2b). The significant rockfall activity justified the collection of rockfall events reach-
ing the road since 2000 (until 2018) by the department in charge of road management
(e.g., 18 years of observations and 827 reported rockfall events).

Different rupture mechanisms can be observed, such as edge failures, toppling of
rock columns, overhang failures, etc. Rockfalls occur along pre-existing discontinuities



Sustainability 2024, 16, 3802 5 of 29

(dykes, sills, diaclases, decompression fractures, the flanks of gully structures, such as
paleo-valleys), especially in weathered sites.
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the cities of Saint Denis and La Possession. (b) Photograph of the RN1 road after a rockfall that
reached the road on the 09/03/2015, breaking steel nets and gabions in its path (image from report
BRGM/RP-64556-FR). (c) Zoom in on the RN1 settings, with indications of several landmarks (KP)
along the road. Two important ravines reach the road: Jacques, at KP 7.5 km, and Grande Chaloupe,
at KP 8.5 km. The yellow rectangles correspond to the figures presenting the detailed geology of
the site in Appendix A. (d) Photograph of the cliff around KP 7 km, with the indication of the limits
between several geological units and other hydro-geomorphological features. Pictures (e,f) represent
outcrops of the superior unit, with variable basalt flow thickness and roughness. Plot (f) also shows
an instable rock volume.
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2.3. History: The Construction of Protective Works

The exposure of the stakes evolved through time, as some protective works have been
carried out on the RN1. Indeed, the road was progressively expanded toward the sea, and
gabions were placed between the cliff and the road to avoid accidents due to rockfalls.
From 1994 to 1996, protective steel nets were installed in strategical areas. Such protective
works were completed in 2006–2008 with the addition of numerous protective nets (rockfall
drapery systems, defector nets, flexible barriers, gabion structures), now covering about
57% of the 13 km route (Figure A2).

The number of rockfalls hitting the road drastically decreased after the completion of
the 2006–2008 protective works (696 rockfalls occurred between 2000 and 2006 and “only”
131 rockfalls between 2009 and 2018). However, despite all the above-mentioned protective
works, rockfalls still hit the road, often reaching the two lanes near the cliff (Figure 2b) and
sometimes also impacting the other two.

2.4. Meteorology and Rockfall Activity

Thanks to the above-mentioned database, Ref. [26] studied the link between rockfall
activity and meteorological triggers on RN1. As the mean temperatures of this coastal
tropical site vary from 24◦ in winter to 30◦ in summer, they did not look at the influence of
freeze-thaw cycles on rockfall activity at this site but focused instead on the influence of
rainfall, cumulated rain, maximum and minimum daily temperature and their variations.
In [26], it is evidenced that rain and cumulated rain are the only statistically significant me-
teorological triggers of rockfalls on the RN1 road (assuming that the apparent relationship
with temperature variations is mainly attributable to the fact that temperature and rain
are both seasonal events and do not vary independently). The effect of a rainfall event on
rockfall activity is maximum one day after the rainfall and remains significant for up to
3 days after the rainfall. The dependency of rockfall activity on rain is particularly obvious
when compared to other sites, which is explained by the fact that rain can be very intense
in this tropical environment affected by cyclones. La Réunion island holds world records
for rainfalls, ranging from 500 mm in 3 h to 6083 mm in 15 days during Cyclone Hyacinthe
in 1980 (source: Météo France Event).

2.5. Operational Management of the Study Site

In addition to protective works, operational rules have been implemented since 1976
to limit the level of risk and have been optimized continuously ever since [41]. Thus, on
days of excessive rainfall or when rainfall accumulates, the road is partially closed (two
lanes along the cliff) or completely closed (four lanes) to avoid accidents. The closure is
decided for a fixed duration whenever the accumulated rainfall within 24 h, or over 48 to
72 h, exceeds a fixed threshold. Although the values of the rain thresholds have changed
depending on the protective works set up, the general principles of the rule remain the
same. A detailed description of these rules is given in Section 3.5.

3. Data
3.1. Original Data

Three rain gauges were installed in 1998 along the road (Pointe du Gouffre KP 5.5,
Grande Chaloupe KP 8.5, La possession, KP 13, see Figure 2c) to contribute to the opera-
tional management of the RN1 road. The rainfall time series (Rt, Table 2) is composed of
the maximum values recorded by the three daily rain gauges. These three values are highly
correlated, and Rt shows a high correlation with each series of measured rainfall (Table 3).
We chose to use the maximum daily value rather than an average value or the value of the
rain gauge closest to the event because of the following reasons: (1) the operational rule for
road management has been based on the maximum value of the three rain gauges since
1999; (2) the value of the rain gauge closest to the landslide can be used to build the model
but cannot be used for prediction (as we cannot predict where the rockfall will occur).



Sustainability 2024, 16, 3802 7 of 29

Table 2. Raw rainfall and rockfall time series.

Rainfall Time Series Rockfall Time Series

Time Rt Bt Nt Mt

t1 r1 b1 n1 m1

. . .

ti ri bi ni mi

. . .

tN rN bN nN mN

Table 3. Correlation matrix for rainfall measurements and the maximum daily rainfall at 3 rain
gauges located along the RN1 road.

Possession Pte_du_Gouffre Gde_Chaloupe Max Value

Possession 1 0.85 0.9 0.93

Pte_du_Gouffre 0.85 1 0.93 0.94

Gde_Chaloupe 0.9 0.93 1 0.95

Max value 0.93 0.94 0.95 1

In the database, only the rockfalls that reached the road are referenced, including the
following information (Figure A3):

• The date of the event;
• Its approximate mass: each rockfall event can consist of one stone, one rock, several

rocks or large rocky landslides;
• Its location, i.e., the landmark KP at which the rockfall reached the road, as well as

which side of the road was hit (mountain lanes or sea lanes).

From this raw database, rockfall time series ( Bt, Nt, Mt) are formed (Table 2) by the
series of three properties b, n and m, defined as follows:

• A Boolean b indicating the occurrence of rockfalls (0: no rockfall, 1: at least one rockfall);
• The number n of rockfalls (from 0 to 22);
• The sum m of their masses.

3.2. Descriptive Analysis of the Raw Rainfall and Rockfall Time Series

Figure 3 shows the daily time series of rainfall Rt and the number of rockfalls Nt. We
can see data gaps. Between 26 February 2004 to 1 January 2005, no rockfall data were
recorded. Then, as explained in Section 2.3, major works were achieved from August 2006
to December 2007 and from March 2008 to December 2008 to secure the cliff. Thus, the
data between August 2006 and December 2008 are not displayed. We can notice that, as
expected, the number of rockfalls hitting the road decreased considerably after the building
of protective works. As the behavior of the cliff has changed considerably due to the
building of protective structures, two separate analyses are needed: the first analysis will
cover the period between 1 January 2000 and 31 July 2006, prior to the building of protective
works; and the second analysis will cover the period between 1 January 2009 and 17 May
2018, after the building of protective works. Since many more rockfalls impacted the road
during the first period, we started to build predictive models on this period. We decided to
process the data from the second period in a second step to evaluate the capabilities of the
tested models on a dataset with fewer events.
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Most days are free of rockfalls. Rockfalls are therefore rare events, and we work in
this context. On most days with rockfalls, there is only one rockfall. In a few cases, there
may be as many as 22 rockfalls on the same day during the first period and 5 rockfalls
on the same day during the second period. During the first period, days with rockfalls
with a mass between 10 and 50 kg are the most common. These masses are associated
with volumes between 4 and 20 L, large enough to cause accidents. There are 24 days with
rockfalls with a mass higher than 1000 kg and 99 with rockfalls weighing less than 5 kg.
During the second period, we also observed 24 days with rockfalls weighing more than
1000 kg and 25 with a rockfalls weighing less than 5 kg. Over the second period, there are
relatively more days with higher masses.

Over both study periods, a classical analysis is performed, examining the cross-
correlation between the number of rockfalls and rainfall. It shows a significant correlation
for delays, respectively, between 0 and 3 days and between 0 and 5 days (Figure 4). The
maximum correlation is obtained for the rain of the day before, as evidenced in [26]. The
high correlation with the rain of the current day is explained by the daily scale of the data
and the fact that when rockfalls occur at the end of the day, they can be linked to the rain
that fell at the beginning of the day.
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Even if rockfalls and the rainfall of previous days are correlated, some rockfalls
occur during periods with low rainfall, as specified in the following. In Figure 5, an
example of the distribution of the maximal value of the rainfall of the three previous
days, i.e., max(ri−1, ri−2, ri−3), is displayed only for the days with at least one rockfall.
Between 2000 and 2006, 372 days with rockfalls are recorded, including 220 days for which
max(ri−1, ri−2, ri−3) is less than 15 mm and 155 days for which max(ri−1, ri−2, ri−3) is less
than 5 mm. Over the period 2009–2018, there are 100 days with rockfalls, including 27 days
for which max(ri−1, ri−2, ri−3) is less than 5 mm and 43 days for which max(ri−1, ri−2, ri−3)
is less than 15 mm. This result confirms the work of [41], covering the period 1998–2002.
Thus, some rockfalls are not related to rain triggers, and this constitutes noise in the rockfall
time series. It will therefore not be easy to predict the occurrence of such rockfalls.

Sustainability 2024, 16, 3802 9 of 30 
 

  
(a) (b) 

Figure 4. Cross-correlation between daily rockfalls and rainfall delayed for several delays: (a) for 
the 2000–2006 period and (b) for the 2009–2018 period. 

Even if rockfalls and the rainfall of previous days are correlated, some rockfalls occur 
during periods with low rainfall, as specified in the following. In Figure 5, an example of 
the distribution of the maximal value of the rainfall of the three previous days i.e., 
max(𝑟 , 𝑟 , 𝑟 ), is displayed only for the days with at least one rockfall. Between 2000 
and 2006, 372 days with rockfalls are recorded, including 220 days for which 
max(𝑟 , 𝑟 , 𝑟 ) is less than 15 mm and 155 days for which max(𝑟 , 𝑟 , 𝑟 ) is less 
than 5 mm. Over the period 2009–2018, there are 100 days with rockfalls, including 27 
days for which max( 𝑟 , 𝑟 , 𝑟  ) is less than 5 mm and 43 days for which 
max(𝑟 , 𝑟 , 𝑟 ) is less than 15 mm. This result confirms the work of [41], covering the 
period 1998–2002. Thus, some rockfalls are not related to rain triggers, and this constitutes 
noise in the rockfall time series. It will therefore not be easy to predict the occurrence of 
such rockfalls. 

  
(a) (b) 

Figure 5. Rainfall distribution on days with rockfalls: (a) from 2000 to 2006, (b) from 2009 to 2018. 

Figure 6 displays the rainfall conditions (max(𝑟 , 𝑟 , 𝑟 )) of days with rockfalls 
for the different rockfall numbers per day (Figure 6a,c) and for the rockfall mass classes 
(Figure 6b,d). To facilitate understanding , we provide two examples: (1) between 2000 
and 2006, 66% of days with one rockfall occurred when the max(𝑟 , 𝑟 , 𝑟 ) was less 
than 15 mm (Figure 6a); (2) between 2009 and 2018, 25% of days with rockfalls with a mass 
between 5 and 10 kg occurred when the max(𝑟 , 𝑟 , 𝑟 ) was less than 10 mm (Figure 
6d). A significant change of behavior between the two periods can be observed: 
• Period 2009–2018 presents a lower percentage of days with rockfalls for a specified 

value of max(𝑟 , 𝑟 , 𝑟 ) than the period 2000–2006.  
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Figure 6 displays the rainfall conditions (max(ri−1, ri−2, ri−3)) of days with rockfalls
for the different rockfall numbers per day (Figure 6a,c) and for the rockfall mass classes
(Figure 6b,d). To facilitate understanding, we provide two examples: (1) between 2000
and 2006, 66% of days with one rockfall occurred when the max(ri−1, ri−2, ri−3) was less
than 15 mm (Figure 6a); (2) between 2009 and 2018, 25% of days with rockfalls with a
mass between 5 and 10 kg occurred when the max(ri−1, ri−2, ri−3) was less than 10 mm
(Figure 6d). A significant change of behavior between the two periods can be observed:

• Period 2009–2018 presents a lower percentage of days with rockfalls for a specified
value of max(ri−1, ri−2, ri−3) than the period 2000–2006.

• During periods of low rainfall (values less than 10 mm), up to five rockfalls can occur
on the same day for the period 2000–2006 and only one for the period 2009–2018.

• No conclusion can be drawn regarding the masses of the rockfall: for both periods,
rockfalls can have various masses, and some are greater than 1000 kg.
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3.3. Features Selection

Here, ML models aim to predict rockfall occurrence (Bt). The number of rockfall events
Nt and their mass Mt will be used to qualitatively evaluate predictions and are not used to
build models. Later on, these data could be used to predict rockfall masses.

As proposed in [42], raw data must be structured to be integrated as input data for
ML models. From the raw time series derived from the available databases and according
to the results of the descriptive analysis, we select p + k features to predict the occurrence
of rockfall Bt (Figure 7), with p ≥ 1, k ≥ 1:

• p rainfall features obtained by lagging the rainfall time series Rt with delays between
[1..p]. The p lagged rainfall time series are denoted as Rt−1, . . . , Rt−p.

• k rockfall features obtained by lagging the rockfall time series Bt with delays between
[1..k]. The k lagged rockfall time series are denoted as Bt−1, . . . , Bt−k.
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Other features could be engineered, such as cumulative rainfall over several days or
differences in rainfall compared to the previous day. Here, the choice has been made to use
the rainfall of the p previous days and the occurrence of rockfalls of the k previous days to
predict rockfall occurrences (Figure 7). The p and k values can differ from one another and
from one period to the next.

3.4. Definition of Training, Validation and Test Sets

To be used properly, ML models need a set to be trained on (the so-called “training
or learning data”) and then a set to compare the ML results with the measured ones (the
so-called “test data”). See Appendix B.5 for further explanations. Thus, we need to split
the data from any study period into a learning set and a test set to optimize and build the
model and compute its performance. For the period 2000–2006, the lack of data between 26
February 2004 and 1 January 2005 is a natural cut to define the learning set from 1 January
2000 to 25 February 2004 and the test set from 2 January 2005 to 31 July 2006. The length of
the test set represents 27% of the length of the period. In addition, a Kolmogorov–Smirnov
test is performed on these two sets to determine if they have similar distributions and to
determine the relevance of using these data as training and test sets. The Kolmogorov–
Smirnov test is performed for the daily number of rockfalls averaged per month. The test
statistic is equal to 0.24, and the corresponding p-value is 0.34. Since the p-value is higher
than 0.05, we can assume that the two sets come from the same distribution and can be
used as learning and test sets.

The study period 2009–2018 is also split into a learning set from 1 January 2009 to 31
December 2015 and a test set from 1 January 2016 to 17 May 2018. In this case, the length
of the test set represents 25% of the overall period. The Kolmogorov–Smirnov test is also
performed to compare the distribution of both sets. The test statistic is equal to 0.05, and
the corresponding p-value is 0.99. As previously mentioned, the p-value is higher than 0.05,
so we can assume that the two sets have similar distributions and can be used as learning
and test sets.

Table 4 presents the following information for each data set: the period duration, the
total number of rockfalls, the number of days without rockfall (class 0) and with at least
one rockfall (class 1). The two classes (class 0 and class 1) are imbalanced. During the first
period (2000–2006), rockfalls occur on about 18% of the days, and during the second period
(2009–2018), they occur on only 3% of the days. For the development of predictive models,
this imbalance should be taken into account.

Table 4. Study period characteristics.

Study Period Start and End Date
Period

Duration
(Days)

Total Number of
Rockfalls

Number of Days
without Rockfalls

(Class 0)

Number of Days
with Rockfalls

(Class 1)

1

Total 1 January 2000–31 July 2006 2092 696 1722 370

Learning set 1 January 2000–24 February 2004 1516 527 1237 279

Test set 2 January 2005–31 July 2006 576 169 485 91

2

Total 1 January 2009–17 May 2018 3424 131 3323 101

Learning set 1 January 2009–31 December 2015 2556 98 2482 74

Test set 1 January 2016–17 May 2018 868 33 841 27

3.5. Expert Models

As explained in Section 2, operational rules have been implemented since 1976 to limit
and avoid accidents and deaths. The operational rules were optimized in 1983 with the
setup of rain gauges, and further enhancements were made in 1999, 2002 and 2009 with the
setup of protective works and the development of statistical studies [36]. The operational
rules are defined by a delay of closure of the two lanes along the cliff whenever the 24 h
cumulative rainfall exceeds a fixed threshold (Table 5). In 2004, if the cumulated rain over
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the last 24 h was between 15 and 30 mm, the two mountainside lanes were held closed for
the next 24 h, and if the cumulative rainfall was greater than 30 mm, the lanes remained
closed for 72 h. Considering the setup of numerous protective structures, the cumulated
rain thresholds were both raised, and the closure times reduced in 2009. The expert rules
used in 2004 and 2009 are, respectively, used as reference models to compare the results of
the ML models, respectively, over the first and second periods.

Table 5. Description of expert rules used for the management of the road during the study periods.

Definition Date Cumulated Rain in 24 h (CR24h) Delay of Closure

2004
15 mm < CR24h < 30 mm 24 h

30 mm < CR24h 72 h

2009
30 mm < CR24h < 50 mm 24 h

50 mm < CR24h 48 h

4. Calculation and Results

The features and predictions of the ML models were explained in Section 3.3. We recall
that the input features are the p previous rainfall quantities {Rt−i, i = 1..p} and k previous
occurrences of rockfalls

{
Bt−j, j = 1..k

}
, with p, k > 0. The ML models are aimed to predict

the occurrence of rockfalls Bt. The structure of each ML model and the hyperparameter
optimization method are presented in Appendix B. In this section, we will detail selected
parts of the calculations and results.

4.1. Period 2000–2006

The performance of both the expert model and the four ML models is specified in the
following section, with a focus on optimizing their architecture. The delay values of p and
k tested for the optimization of the four models of the first study period are the following:
p ∈ [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 15] days and k ∈ [1, 3, 5, 7, 9] days. These values are chosen
inside the physical range of these parameters.

4.1.1. Expert Model

The expert rule is already defined (see Section 3.5) and can be directly computed for
both the training and test sets. The results are given in Table 6. We can see that the F1-score
(F1-Sc) and the balanced accuracy (BA) values are similar for both the training and test sets.
The recall (Rec.) value is higher for the test set, and, conversely, the precision (Prec.) value
is higher for the training set.

Table 6. Performance of the expert model—study period 2000–2006.

Data Set TP FP FN TN F1-Sc Rec. Prec. BA

training 98 83 181 1154 0.42 0.35 0.54 0.64

test 38 43 53 442 0.44 0.42 0.47 0.66

4.1.2. Bagged Trees

As explained in Appendix B.2, the optimization of the bagged trees is mainly con-
ducted for two hyperparameters: the max depth (called max_depth) of each decision tree
and the minimum value of sample per leaf (called min_samples_leaf). The number of
estimators for the bagging approach is set to 200 because it is a commonly accepted value
for bagging [43]. The range of variation of the maximum depth is [2,3,4,5,6,7,8], and that of
the minimum values of samples per leaf is [5,10,20]. The values of the ranges are chosen to
be coherent with the length of data (3000 samples maximum in the training or test sets).

In addition, the two classes (0: no event of rockfall, 1: at least one rockfall) are
imbalanced because there are significantly more days without rockfalls (~80%) than with



Sustainability 2024, 16, 3802 13 of 29

rockfalls (~20%). We test two configurations of class weights {0 : w0, 1 : w1}: no weight,
i.e., w0 = w1 = 1 or weights proportional to real proportions of days with and without
rockfalls w0 = 1 and w1 = 4. Bagged trees have been implemented with the scikit-learn
package in Python [44].

The best results are obtained with the class weights inversely proportional to their
frequency ( w1 = 4) and are explained below. The best F1-score (0.495) is obtained for
a rain delay of p = 4 days and a rockfall delay of k = 9 days, max_depth = 4 and
min_samples_leaf = 20 from the training/validation set. With this optimized bagged
decision tree, we obtain the following values for metrics: 0.43 for the F1-score, 0.66 for
balanced accuracy, 0.42 for precision and 0.44 for recall for the test set. In this case, we take
into account the previous occurrences of rockfall. The same optimization without taking the
previous occurrences of rockfall ( k = 0) into account led to similar results: the best F1-score
(0.479) is obtained for a rain delay of p = 5 days, max_depth = 2 and min_samples_leaf = 20
from the training/validation set, and we obtain 0.43 for the F1-score, 0.66 for balanced
accuracy, 0.44 for precision and 0.43 for recall for the test set (Table 7).

Table 7. Evaluation of optimized models—value computed on testing data (period 2000–2006).

Model Optimum Hyperparameters TP FP FN TN F1-sc Rec. Prec. BA

Expert model 38 43 53 442 0.44 0.42 0.47 0.66

Nearest Neighbors p = 1, k = 7, n_neighbors = 1
weight = max 38 207 53 278 0.23 0.42 0.15 0.50

Bagged Trees
p = 4, k = 9, n_depth = 4,
min_samples_leaf = 20,

w1 = 4
40 56 51 429 0.43 0.44 0.42 0.66

Logistic Regression p = 3,
weighted loss 45 66 46 419 0.45 0.49 0.41 0.68

DNN p = 15, k = 7
weighted loss 49 70 42 415 0.47 0.54 0.41 0.70

4.1.3. Nearest Neighbors

We test variations of the two hyperparameters for the nearest neighbors: the number
of neighbors (n_neighbors) and the method used to weight the data in the neighbor-
hood. The number of neighbors varies from 1 to 20 to be coherent with the length of
data (3000 samples maximum in the training or test sets). The explored weights are ‘max’,
‘distance’ and ’uniform’.

The best F1-score (0.414) is obtained for a rain delay of p = 1 day and a rockfall
delay of k = 7 days, weight = ’max’ and n_neighbors = 1 from the training/validation
set. With this optimized nearest neighbor model, we obtain 0.23 for the F1-score, 0.495 for
balanced accuracy, 0.15 for precision and 0.42 for recall on the test set. We can note that
several values of the hyperparameters provide a high F1-score (between 0.4 and 0.41) on
the validation set: either a low number of neighbors (1) with similar recall and precision
values (0.6–0.7) or a higher number of neighbors (more than 8) with high recall (0.81) and
low precision (0.28). The optimization, without taking the previous occurrences of rockfall
(k = 0) into account, led to other results: the best F1-score (0.392) is obtained for a rain
delay of p = 3 days, n_neighbors = 6 and weight = ‘max’ from the training/validation set
and we obtain 0.38 for the F1-score, 0.625 for balanced accuracy, 0.5 for precision and 0.31
for recall for the test set. We can see that the metrics values on the test set, without taking
into account the previous occurrences of rockfall, are higher than when taking them into
account, even if the F1-score is lower on the training/validation set during the optimization
process. The choice of hyperparameters is based on the value of the F1-score, calculated on
the validation set, but it is possible to achieve better performances on the test set with other
hyperparameter values.
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4.1.4. Logistic Regression

In addition to time delays (p, k), we investigate class weights {0 : w0, 1 : w1} in the
log-likelihood to optimize logistic regression: no weighting, i.e., w0 = w1 = 1 or weighting
proportional to the inverse of each class frequency in the training set: 1

fi×nbclass . For the
2000–2006 period, such class weights are {0 : 0.6, 1 : 2.7}.

The function Logistic Regression from the scikit-learn package [44] is used to integrate
class weight. When using unweighted cross-entropy loss, models give poor results, as
they always predict the majority class. When using the weighted version, this method
gives better performances with time delays p = 3 and no previous rockfall, i.e., 0.45 for the
F1-score, 0.68 for balanced accuracy, 0.41 for precision and 0.49 for recall.

4.1.5. Neural Networks (NNs)

As mentioned in Appendix B, three types of NNs were examined for rockfall pre-
dictions: DNNs, CNNs and RNNs. As both the training and test sets have few positives
events (i.e., days with rockfalls), we build simple networks with only one hidden layer to
minimize parameters, using a dense layer for DNNs, a convolutional one for CNNs or a
recurrent one for RNNs (the architecture is summarized in Table A1).

Before optimizing the models, classical hyperparameters are calibrated during some
training phases: the number of epochs, size of the batch, learning rate, number of neurons
in the hidden layer for DNNs.

In addition to time delays (p, k), different configurations of these NNs are tested:

• Rescale each series Rt and Bt between 0 and 1 when both are considered;
• No dropout or dropout (0.3) to prevent overfitting;
• Weighting or unweighted cross-entropy loss, similar to logistic regression.

The results indicate that better performance is achieved without rescaling and with
weighted loss. Among all experiments with a weighted loss, without dropout and no
rescale, we can keep the best configuration: a DNN model with a rain delay of p = 15 days
and a rockfall delay of k = 7 days; the F1-score reaches 0.47, balanced accuracy is 0.70, recall
is 0.54 and precision is 0.41.

4.1.6. Results Synthesis

The performances of both the expert model and the four ML models are summarized
in Table 7. The expert model can identify 38 rockfalls out of 91 rockfalls (recall = 0.42)
and predict 43 false rockfalls (precision = 0.47). Bagged trees, logistic regression and
dense neural networks are able to identify more observed rockfalls (resp. 40, 45 and 49).
This involves higher recalls and means that the security is improved for the road users.
However, at the same time, more rockfall events are predicted, whereas no rockfalls are
observed. These FP are higher (resp., 56, 66 and 70); that is why the three precisions are
lower (resp., 0.42, 0.41 and 0.41). Thus, these models recommend closing the road more
often than the expert model when there is no rockfall, and this penalizes more the economic
interests. On the other hand, the nearest neighbor model predicts the same number of “true”
rockfalls (38) but many more “false” rockfalls (207) compared to the expert model. This
model also exhibits a lower recall, a significantly lower precision (0.15) and a lower F1-score.
This model would greatly penalize the economic interests by closing the two mountainside
lanes much more often. Thus, it is difficult to improve both recall and precision, and we can
say that the three ML models (bagged trees, logistic regression and dense neural networks)
provide similar performances to those of the expert model, with different compromises
between recall and precision, with the expert rule falling between them.

In the expert rule, the relationship between rain and rockfall is simple but allows
for the prediction of many rainfall-triggered rockfalls. However, this condition is neither
sufficient nor necessary: on the one hand, these conditions do not always trigger rockfalls
(FP), and on the other hand, other rainfall conditions can trigger rockfalls (FN). It was
expected that ML models would find more specific relationships between rainfalls and
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rockfalls so as not to increase the number of FPs. An increase of the number of TPs leads to
an increase in FPs as well. This can be explained by the fact that the rockfall data are biased.
We considered only rockfalls that reached the road and did not conduct a complete census
of rockfalls from the cliff, which includs those that stopped before the road naturally or by
protective structures. Some FPs could probably be TPs if all rockfalls were known.

4.2. Period 2009–2018

Results for the study period between 2009 and 2018 are shown in Table 8. The four
ML models are optimized in the same way as for period 2000–2006. The expert model is
able to identify 11 rockfalls over the 27 observed (recall = 0.41) and predict 42 false rockfalls
(precision = 0.21). The bagged tree model has higher precision (0.31) and the same recall
(0.41) as the expert model. Thus, it is as secure as the expert model for road users and, at
the same time, penalizes less economic interests. In the first study period, the bagged trees
exhibit higher recall but lower precision compared to the expert model. This performance
trend is reversed in the second study period.

Table 8. Evaluation of optimized models—value computed on testing data (period 2009–2018).

Model Optimum Hyperparameters TP FP FN TN F1sc Rec. Prec. BA

Expert model 11 42 16 799 0.28 0.41 0.21 0.68

Nearest Neighbors p = 8, k = 7, weights = distance
N_neighbors = 6 4 2 23 839 0.24 0.15 0.67 0.57

Bagged Trees
p = 8, k = 0, n_depth = 6,
min_samples_leaf = 10,

w1 = 10
11 24 16 817 0.35 0.41 0.31 0.69

Logistic Regression p = 1, k = 5, weighted loss 14 98 13 743 0.2 0.52 0.12 0.70

DNN p = 1, k = 7 weighted loss 11 50 16 791 0.25 0.41 0.18 0.67

The dense neural network also identifies the same number of rockfalls (11) as the
expert model, but with a slightly higher number of “false” rockfalls (50). Its recall is the
same and its precision is lower (0.18). Thus, it penalizes the economic interests by closing
more often the road when no rockfall occurs. Contrary to the first period, the optimal dense
neural network does not manage to predict more rockfalls compared to the expert model.

The logistic regression model identifies more rockfalls (14) and more “false” rockfalls
(98) compared to the expert model. Its recall is higher (0.52) and its precision (0.12) is
very low. It increases road safety by closing more of the two mountainside lanes when
rockfall occurs, but it also penalizes economic interests by closing the road more frequently
when no rockfall occurs. The prediction trend observed in the first period is amplified with
respect to false positives.

The nearest neighbor model identifies only four rockfalls and predicts two false
rockfalls: the recall is thus very low (0.15), and the precision is high (0.67). This performance
is the opposite of the first study period. For this second period, the nearest neighbors exhibit
a too small recall, i.e., they are not secure enough to be used operationally.

In the context of few rockfalls, the logistic regression model predicts most of the
rockfalls (TPss) but at the expense of many false positives (FPs). The decision tree model
and the dense neural network predict the same number of rockfalls (TPs) as the expert
model while predicting, respectively, fewer and more FPs. The performance of the ML
models is limited in this context due to the small number of rockfalls (3% of days with
rockfalls) during the second study period with 3500 input data (2500 for the training set and
900 for the test set). Even though the architecture of the ML models has been defined based
on the input data (1 single hidden layer with a maximum of 64 neurons for a DNN, for
example), there are not enough events to allow the ML models to generalize their learning.
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5. Discussion

Rockfall occurrences tend to cluster, both in time and in space. Small rockfalls were
reported very early in the literature as precursors to larger rockfalls (a database with
events from the 15th century is presented in [45]). In this case, the clustering consists of
a spectacular increase in the number of small rockfalls, generally occurring in the days
to minutes preceding a rockfall. On La Reunion Island, there is a specific French term to
designate this increase in activity: it is said that the cliff “graine”. These events are mainly
located around the perimeter of the future scar of the main event. Longer and more detailed
monitoring of cliffs has made it possible to highlight a temporal clustering of rockfalls over
longer periods (i.e., several months to years, see [6,20,46]). This clustering is attributed to
the redistribution of stresses in the rock mass following a rockfall. Consequently, the spatial
clustering related to this phenomenon is generally very limited in space (at most, within a
radius equal to the height of the cliff).

Given the amount and quality of the available data, investigating the long-term
clustering of RN1 rockfalls seems unlikely. However, the short-term clustering of RN1
rockfalls was taken into account by using the rockfall delay (k). Indeed, precursory rockfalls,
generally of small volumes, would normally be more systematically stopped in their
propagation before reaching the road by the protective works. Thus, a different behavior
was expected and is obtained between the first study period (prior the building of most
protective works) and the second period (after their construction).

In the following section, the predictions of the ML models are analyzed, and some
suggestions are proposed to improve the predictive ability of the ML models. Because of
the poor performance of the nearest neighbor model, we decided not to use it anymore. We
first investigate the characteristics of DNN-predicted rockfalls for 2000–2006 and bagged
trees for 2009–2018, and then compare the predictions of the models (ML and experts) with
the observed rockfalls only for 2000–2006. Finally, we analyze the temporal distribution
of the predictions made by the ML models to see their implications for the operational
management of the road in terms of the opening/reopening of the mountain side lanes.

5.1. Analysis of Rockfalls Predicted by the DNN (2000–2006) and the Bagged Tree (2009–2018)

We evaluate the whole dataset, assessing prediction performance based on TPs and
miss-detections (FNs), according to both the mass of the events and the number of events
per day. However, it is not possible to perform the same analysis for over-detections (FPs)
because neither the mass nor the number of events are available since no rockfall has
been observed.

As the DNN and the bagged tree models exhibit the highest F1-scores, respectively, in
the first and the second periods, we test their ability to predict rockfalls for their respective
period (Figure 8). The DNN and the bagged tree models are trained over the learning
period as defined above, and we analyze the performance of the models evaluated over
the entire study period (respectively, 16 January 2000–31 July 2006 and 16 January 2009–17
May 2018), which is different from the Section 4, where we evaluated the performance only
on the test set. The prediction rate of the model is displayed as a function of the number of
rockfalls per days (Figure 8a) and of the mass of rockfalls (Figure 8b).

Over the first study period, the DNN predicts all the days with rockfalls when the
number of rockfalls is higher than seven and predicts better rockfalls when their masses
are high. Only 39% of days with rockfalls between 0 and 5 kg are predicted whereas about
83% of days with rockfalls higher than 1000 kg are predicted. The greater the mass of the
rockfalls, the better the prediction.
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These results are in a good agreement with the results presented in Figure 6., both for
the number of rockfalls and for the masses. We succeed in predicting most of the events
triggered by rainfall, and a part of the unpredicted events corresponds to the events that
occur on days with low or no cumulative rainfall (i.e., days for which the cumulative rain
over the 3 previous days is inferior to 10 mm). During the initial period, the proportion of
days with low rainfall decreases as the mass of rockfalls increases (Figure 6a,b). For the
class 0–5 kg, there are 60% of days with rockfalls occurring during days with low (<10 mm)
or no cumulated rain. For the class 10–50 kg, this percentage drops to 50% and for the
class >1000 kg, it further drops to 25%. These values are nearly complementary to our
predictions: for the class 0–5 kg, we predict rockfalls on 39% of days, for the class 10–50 kg,
this percentage goes up to 65% of days and for the class >1000 kg, it further rises to 83% of
days. Thus, small rockfalls occurring during dry periods (e.g., not triggered by rain) cannot
be predicted by the DNN model.

Over the second study period, the bagged tree predicts all the days with events when
the number of rockfalls is higher than two and predicts about 37% to 82% of days with
rockfalls regardless of their masses. For this period, the percentage of correct predictions
does not follow a monotonic increase with the rockfall masses. During the second study
period, the percentage of days with rockfalls occurring during dry periods oscillates
between 8 and 42% regardless of the rockfall masses (Figure 6c,d). Such behavior might
explain why the model’s ability to predict events does not seem dependent on the event
masses during the second period. Indeed, the protective works built before the second
period manage to prevent the propagation of small rockfalls down to the road, when most
of the small events are not triggered by rainfall. Conversely, the protective works fail to
stop the propagation of large rockfalls down to the road when most of them are triggered
by rainfall.

Our results indicate that our models fail to relate a fair amount of the observed
rockfall occurrences to any obvious trigger. This feature is consistent with findings in the
worldwide literature (for example, about 50% of the rockfall occurrences in [23] are not
related to any obvious trigger). Several hypotheses can explain our current inability to
predict this residual rockfall activity:

1. It is difficult to demonstrate in a statistically reliable manner the link between rockfall
occurrences and secondary triggering factors, since such events are relatively rare
and represent a very small proportion of the analyzed databases. This argument is
reinforced by the in situ instrumentations of [47] or [48], which showed that strong
and cyclic temperature variations actively contribute to the propagation of cracks. It
is therefore relevant to expect that this physical process contributes to the aging of
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the La Réunion cliffs, even though this could not be demonstrated in a statistically
robust manner.

2. The time delay between the start of an irreversible evolution towards failure following
a triggering event and the actual time of failure is highly variable: from less than a few
hours to several days [49]. The duration of this delay can vary depending on factors
such as the failure mechanism, the volume of the instability and its constituent materi-
als. The longer this delay, the more difficult it is to formally establish the link between
a triggering factor and the occurrence of a rockfall, especially when no monitoring of
precursory signs (opening of cracks, acoustic emissions, etc.) is available.

5.2. Comparison of the Model Predictions (ML and Expert Ones) with the Observed Rockfalls

In this part, we compare the detections of rockfalls (TPs) and the miss-detections (FNs)
of the models among themselves and with the observed events in terms of both the number
of rockfalls per day and their masses. Unfortunately, such an analysis cannot be conducted
for over-detections (FPs) in the same way as the previous part. Figure 9 allows for the
generalization of the conclusions obtained in the previous section for the DNN model
(2000–2006) and bagged tree (2009–2018). Overall, the higher the hazard level (number of
rockfalls per day), the more reliable are the predictions. This allows us to confirm that the
triggering of rockfalls by rainfall is better predicted when several rockfalls occur on the
same day.
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In detail, Figure 9 shows that bagged tree, DNN and logistic regression are slightly
better in terms of TPs compared to the expert model (green, black and purple histogram bars
are higher than the blue ones) regardless of the study period and the analyzed characteristics
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(number of rockfalls or mass), except for only one class and one model: class 0–5 kg and
the DNN model for the period 2009–2018 (12 TPs for DNN instead of 13 TPs for the
expert model).

The DNN model gives the highest number of TPs for the first period. The prediction
of rockfalls is significantly better for low numbers of rockfalls per day (1) or low masses
(<100 kg), compared to the expert model or the other ML models. The relative complex
structure of the DNN model allowed us to detect most rockfalls (TPs) in this context.

In the second period, the bagged tree and logistic regression display the highest
number of TPs. In this case, there is no clear trend concerning the strengths of each model.

It can be noted that the expert model is a very simple decision tree, very constrained
in its definition. The bagged tree can better capture the structure of the relationship
between rainfall and rockfall with this general decision tree architecture and the choice of
F1 score optimization.

From these results and analysis, we can propose some suggestions to improve the
performance of the models:

1. The use of daily-scale data could hide some features of the relationships between
rainfall and rockfalls. In particular, the triggering of rockfalls might occur only a few
hours after the rainfalls. A test was performed by adding rainfall time series (Rt) to
build bagged trees, even if this is not possible in real time. It showed better predictions
of rockfalls for the F1-score (0.45), recall (0.47) and precision (0.43). This is in good
agreement with the cross-correlation results in Figure 4, which show a significant
correlation between the daily number of rockfalls and the rainfall of the same day.
In addition, the ability of rainfall events to trigger rockfalls highly depends on the
intensity and duration of these events. Two rainfall events of similar intensities but of
different durations would not lead to the same consequences. For example, an event
lasting only a few hours is more likely to trigger a rockfall compared to a rainfall
spread across a whole day. In this context, using hourly data displays several benefits:
(a) it allows for the separation of these two patterns of rainfalls, (b) it highlights the
short-term triggering, (c) it provides more data to build ML models, and other models
might be suitable in this case: SVM, gradient boosting or RNN.

2. Only a detection (binary classification) has been implemented so far. A classification
into multiple classes, such as three classes (no rockfall, one rockfall, at least two
rockfalls per day), could better describe the patterns and mechanisms associated
with each class and allow for an increase in good detections (TPs) and a decrease in
over-detections (FPs).

3. As mentioned before, the rockfalls are only those which reach the road. With a
more exhaustive description of the rockfalls along the road, it would be easier to
account for the relationships between rainfall and rockfalls and therefore predict more
rockfalls (TPs).

5.3. Consequences for the Road Operational Management: Opening/Reopening of the
Mountainside Lanes

In addition to qualifying predicted rockfall events in terms of the number of rockfalls
per day or their masses, we can analyze the temporal distribution of the ML models’
predictions. For this purpose, we define rockfall periods as consecutive days with rockfalls.
The analysis is carried out during the period 2000–2006 because we have shown that it is
more difficult for ML models to make reliable predictions when there are fewer data. The
distribution of rockfall periods and the distribution of the time interval between rockfall
periods are shown in Figure 10. Most rockfall periods inferred from the observed events are
one day long, i.e., rockfalls do not occur on consecutive days, but the time interval between
periods may be brief: only one or two days. The rockfalls predicted by the DNN model
follow the same pattern, with a significant number of one-day rockfall periods. However,
the number of rockfall periods longer than 3 days is slightly higher than that for observed
events, and the time interval between rockfall periods is slightly shorter than for observed
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events. The bagged tree tends to predict longer and more continuous rockfall periods, with
about three times fewer one-day periods than for the observed events and slightly more
rockfall periods longer than 3 days compared to the observed events. The time interval
between rockfall periods is also higher than that for the observed events. This trend is
accentuated for the expert model, with three times fewer one-day periods than for the
observed events and very few two-day periods but many more periods of three days or
more. The logistic regression falls between the DNN model and the bagged tree in terms
of both the duration of periods with consecutive days of rockfalls and the time interval
between these periods.
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From these observations, we can derive three descriptors related to the operational
management of the road (Table 9): (1) the cumulative number of days with closures (related
to the indirect socio-economic costs), (2) the number of closure periods (related to the
operational cost) and (3) the mean duration of closure (related to the involvement time
of the intervention team). The rockfall period predicted by the models is now called the
closing period to consider this management objective. The cumulative number of closing
days is obtained by adding the duration of all closure periods. The mean duration of road
closures is obtained by dividing the cumulative number of days when the road was closed
by the number of closure periods. In the case of real events, out of 368 days with rockfalls,
there are 264 periods of closing. We can see that the predictions of the expert model are more
continuous, with fewer closure periods and a higher mean closing duration (2.47 days).
The bagged tree, DNN and logistic regression models have lower mean closure durations
(between 1.92 and 2.13 days). The bagged tree provides the same number of closing days
as the real events (about 368 days) but with fewer closure periods; the predictions are also
more continuous. The DNN model and logistic regression predict more days of closure
than the real events.

Table 9. Comparison of predictive models with the real events concerning the closing and reopening
of the two mountainside lanes over 2000–2006.

2000–2006 Events Data Expert Model Bagged Tree DNN Logistic Regression

Nb of closure days 368 d 285 d 366 d 444 d 411 d

Nb of closure periods 264 115 159 277 193

Mean duration 1.39 d 2.47 d 1.92 d 1.98 d 2.13 d

Comparing the temporal distributions of rockfall predicted by each model can help
the road manager to choose the model that fits best his strategy: more short closure periods
or fewer long closure periods, depending on the way and cost of lane closing.

Inevitably, the models do not predict all events (FN) and predict more rockfalls (FPs),
leading to road closing when rockfalls do not occur. But even if rockfall does not occur
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one day, trigger conditions may exist, with a high hazard of rockfall, and it is relevant
and wise to keep both lanes closed, especially when there is only one day between two
closure periods. Many FPs are predicted by the ML models on these days between two
real rockfalls. It may be worthwhile to add a new category of days called “warning days”,
which are days without rockfalls between two days with rockfall, to highlight the high risk
and mitigate misclassification in ML models.

The purpose of the predictive models is to predict future rockfalls based on rain-
fall forecasts. Thus, from these rain forecasts, rockfall predictions can help to decide
the following:

• When the road is open, close the road if the rainfall patterns identified by the ML
models are present.

• When the road is closed, decide whether to reopen it depending on the potential
occurrence of future rockfalls the following day or the day after.

The ML models thus allow us to anticipate the implementation of devices for the
closing or the reopening of the road according to the criteria of the road manager. Opening
a road one day and closing it the next can be costly due to the involvement time of the
intervention team and equipment and can be misunderstood and misperceived by users
who do not know which road to take. The results provided by ML models are obviously
raw and can thus be post-processed to fit these management constraints.

6. Conclusions and Perspectives

Statistical models are sometimes used for the operational management of rockfalls,
but, to our knowledge, the comparison of model predictions and their performances has
not yet been formalized. In this paper, we adapted ML models to rockfall event prediction
and compared their performance not only with a numerical approach but also by taking
into account the operational consequences.

In detail, four ML models (nearest neighbors, bagged tree, logistic regression and
dense neural networks) were built to predict periods of increased rockfall on National
Road 1 on La Réunion island in the context of its high socio-economic stakes. Based on the
hypothesis that rainfall is a unique meteorological trigger, features consisting of several
lagged rainfall and rockfall time series were used to feed the ML models to predict the
occurrence of rockfall. The predictions were compared with those of the expert model
used for the operational management of the road. The performances of the ML models are
similar or slightly better in terms of recall than the expert model, and we evidenced that ML
models allow to correctly predict rockfalls actually triggered by rainfall events. Events with
several rockfalls on the same day are rather well predicted. The analysis over two periods
with 20% and 3% of days with rockfalls showed that the number of days with rockfall must
be sufficient for the models to be able to generalize the pattern of the relationship between
rainfalls and rockfalls from the training set to the test set.

The ML models have been straightforwardly implemented and optimized according
to the classical criteria (F1-score). It allows for taking into account both road security
(recall) and socio-economic costs (precision). However, sooner or later it will be possible
to use the more general Fβ-score to weight recall and precision differently according to
the manager’s strategy or to incorporate more complex criteria based on quantitative risk
level assessment and the concept of acceptable risk, as developed by [50]. Regardless of the
optimization criteria and the type of ML models used, tools have been developed to deduce
the operational consequences of predictive models (duration and frequency of closure,
duration and frequency of on-site interventions). The results can be directly integrated
into road management to help decision making processes. In particular, they enable the
implementation of mitigation measures whenever the hazard level is expected to increase
(restriction of access, monitoring, mobilization of emergency kits. . .).

The ML models have a large number of FPs compared to the observed rockfalls. We
can suggest several explanations. First, the rockfall database is biased and does not include
rockfalls that did not reach the road. Second, some FPs reflect a risk situation based on rain
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conditions, even though no rockfall occurs. This is, for example, the case of days without
rockfall that occurs between two days with rockfalls. The FPs are not misinformative, but
indicate that the risk may be high and can justify some transient mitigation measures, such
as lanes closures.

Different ways can be proposed to improve the prediction of increased rockfall activity:
(1) As the dynamics of rockfall are very different in low or high rainfall activity periods, it
could be better to investigate switching models (from dry to rainy periods). (2) Developing
a classification into multiple classes could better describe the patterns and mechanisms
associated with each class. (3) Other triggering factors could be added as input to better de-
scribe triggering conditions for rockfalls. More information (temperature, opening of cracks,
acoustic emissions, 3D surface displacements) could be helpful to assess the delay between
the trigger and the failure of the rockfall. As said before, having more complete data
concerning rockfalls from a site should allow for a better description of the meteorological
patterns that trigger the rockfalls, thereby improving the models’ performance. (4) Hourly
data would also be better suited for the identification of rainfall triggering patterns (short
intense rainfall or long low rainfall). (5) Concerning feature engineering, as ML models are
designed to investigate more than linear correlations, average values between the three
rain gauges per day, standard deviation within a day, differences in rainfall compared to
the previous day or cumulative rainfall over larger time periods (until 1 month) could be
used. (6) A spatio-temporal approach could be investigated by integrating new features,
such as geology, soil properties, slope characteristics or the Topographic Wetness Index
along the route. (7) Other methods, such as the SMOTE method, could be also explored to
address the imbalance between classes.

Finally, how can machine learning help with the operational management of rockfall
hazard along strategic linear stakes? We have seen that ML models can provide com-
plementary prediction rules that can be fused with the expert ones. Machine learning
approaches do provide a black box model which cannot be used directly for operational
risk management rules, but it is possible to understand the underlying physics of the model
using explainable AI methods to investigate which factors are influential and how. Then,
when we are confident in the predictive ability of the models, we can translate the neural
network results into potential socio-economic costs and operational risk management rules.
Machine learning makes it possible to predict periods of increased rockfall activity, which
can enable managers to implement agile risk management measures, such as restricting
access or monitoring.
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Appendix B. Machine Learning Models

In this section, we present the families of models we used for event prediction, the way
for optimizing the ML model architectures and the metrics used to evaluate and compare
their performance.

Appendix B.1. Predictive Models

In addition to the expert rule used for the RN1 management, four ML models originally
developed for binary classification were adapted to perform rockfall event predictions: the
nearest neighbor algorithm, bagged decision trees, logistic regression and neural networks.
Random forests and gradient-boosted trees were also tested, but, with our data, the results
were less satisfactory. In order to be concise and for the sake of designing an explainable
model, we chose to limit our paper to the four mentioned models.

The architecture of each model is defined by hyperparameters that must be adjusted
to avoid overfitting, where the model fits too perfectly to the training data and fails to find
general trends, or underfitting, where the model is not able to find the general trends of the
data. Then, once the architecture is defined, the parameters of the model are optimized to
maximize the chosen performance during the training stage. The hyperparameters of the
models are explained below, and the methods for optimizing the architecture of the models
are described in Appendix B.5.

Appendix B.1.1. Nearest Neighbors

Nearest neighbors is a simple algorithm that stores all the available cases and classifies
the new data or case based on a similarity measure with respect to the neighbors. Thus,
when new data are added, the model will analyze the former data and observe a specified
number of points which are closer to it. An example is displayed in a 2D space with three
neighbors. The predictions change according to the definition of the measure. The simplest
one is predicting the point chosen to be the most current among its neighbors. In this
case, the weights of points are uniform (weights = uniform). In Figure A4a, for example,
the prediction will be 0. Another possibility is weighting the points inversely to their
distance (weights = distance). This means that closer points will have a larger weight. In
the example, the prediction will be 1. The third measure consists in weighting the classes in
order to give more weight to cases of the rarest class. Many weights can be used, but we test
an infinite value for the rare case, i.e., if there is one case of this class in the neighborhood,
the predicted value is the value of the rare class (weights = max). In Figure A4a, if we
consider that class 1 is rarer than class 0, the prediction will be 1. Finally, to define the
architecture of the nearest neighbor models, there are two hyper parameters to tune: the
number of neighbors and the method of weighting.
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Appendix B.2. Bagged Trees

A decision tree model consists in a series of binary logical decisions in order to choose
which category is the relevant output for the input data. At a node, each decision is
simply based on the part of features transferred to this node. The decision rule can lead to
other branches or to the final decision. The hyperparameters of decision tree models are
the maximum depth, the minimum number of samples and possibly class weights. The
maximum depth of the model stops it from growing excessively and limits overfitting. The
minimum number of samples of a leaf stops branches extending with few samples, once
more avoiding the model overfitting. The class weights are a way of taking into account
imbalanced classes.

A bagged tree is an ensemble of decision trees (Figure A4b). The bagging method
starts by separating the training data into smaller sets randomly created. Decision trees
are formed for any of the subsets. The model is then a combination of those trees, and
the prediction will be the combination of the predictions. Bagging aims to reduce the
complexity of models and also prevents overfitting. It is a technique to improve predictive
accuracy. The hyperparameters of bagged trees are those of decision trees in addition
with the number of trees composing the ensemble and called number of estimators. As
mentioned, it is possible to use hyperparameters of decision trees that can overfit elementary
trees because we do not analyze each tree individually.

Appendix B.3. Logistic Regression

Logistic regression (Figure A4c) is a special case of the so called General Linear Model
(GLM). GLM aims to model a target variable Y with respect to explanatory variables[

X1, X2, . . . , Xp
]
. More precisely, its conditional expectation, noted E [Y|X], is given by

E [Y|X] = g(βX), where β is a vector of coefficients and g(.) is the link function adapted
to the probability law of Y. For instance, if Yϵ{0, 1} follows a Bernouilli law, it GLM
corresponds to a logistic regression (g = 1

1+e−βX ). Different estimators, based on log-
likelihood, are used to estimate coefficients β. When data are imbalanced, we can introduce
class weights to balance sample importance in log-likelihood. The logistic regression model
can also be seen as a specific case (one single neuron having p input synapses and a scalar
output) of the general neural network framework described below.

Appendix B.4. Neural Networks (NNs)

From a statistical point of view, NNs are non-linear functions fθ(.) estimated from
data, which attempt to map inputs to targets, i.e., Ŷ = fθ̂(X). As illustrated in Figure A4d
for a dense neural network (DNN), they are structured in multiple layers of neurons, each
neuron of one layer being connected to the previous layer with a weight parameter, and
followed by non-linear functions called “activation functions” (Table A1).
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Table A1. Structure of used networks.

DNNs, CNNs or RNNs

• Inputs: X
• hidden layer:

− dense
− or convolution 1d
− or recurrent Cells

• relu activation
• dropout layer
• dense final layer: Bt

Unlike classical estimators, neural networks possess millions of parameters, card(θ),
which can be tuned thanks to their structure and effective parallel computing. A neural
network is said to learn from data because of its operating steps. First, all learnable
parameters θ of the model, such as connection weights and biases, are randomly initialized.
Then, the model self-improves by gradually, seeking to find the best (X, Y) relationship by
minimizing loss function L

(
Y, Ŷ

)
= Lθ , which measures the error between predictions and

true labels. Starting from model configuration θn, we can learn better weights θn+1 from
one labelled data (X, Y) of the training dataset:

• A forward pass: given the input X and the actual model configuration θn, a prediction
Ŷ = fθn(X) is computed;

• A backward pass: given the label Y and the prediction Ŷ, the loss Lθ and its gradient
grad(L θ) with respect to all trainable parameters θ are computed. Model configuration
θn is updated, in the opposite direction of gradient to lower the loss function (therefore
errors between prediction and labels): θn+1 = θn − lrgrad(Lθ), where lr, the learning
rate is a scaling factor, tuned during learning.

These two points, forming a learning step, are repeated over the entire dataset, hence
the so called training epoch. After one epoch, model capabilities are evaluated on the
validation dataset. Depending on the results, some hyperparameters could be adjusted,
such as the learning rate. To learn correctly, many epochs are repeated to reach a good
predictive model. Other types of NNs have been investigated, such as recurrent neural
networks (RNNs) and convolutional neural networks (CNNs,). In these networks, some
layers involve multiple convolutions applied to inputs, with kernels learned from labelled
data, even if those methods were designed for image or video analysis.

Appendix B.5. ML Models Architecture

The available data are divided into learning data to build the model and test data to
evaluate the performance of the model. As the training of the model architecture (i.e., the
value of the hyperparameters) cannot be performed using the test data, the learning data is
therefore subdivided into training data (the first 80% of the data) and validation data (the
last 20% of the data). Indeed, as we deal with time series, we prefer to train the models on
data prior to those we are going to predict and for this reason, we do not do cross-validation
with a division of the data into n parts. We evaluate the performance of the models by
varying the value of the hyperparameters and represent the chosen metrics on the training
and validation data with respect to these hyperparameters. The trained model is obtained
when loss is minimal or when the chosen metrics are the highest on the validation set while
being good on the training dataset. In that case, the model has surely learned, being neither
overfitted nor underfitted.

Appendix B.6. Metrics

The metrics presented below are used to select the best hyperparameters for each of
the four types of ML models and to compare their performance. Some of these metrics are
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also used to analyze the operational consequences of using each model, in order to choose
an acceptable compromise between the level of security for the stakes and the duration of
road closures. This point is addressed in more detail in Section 5.

First, let recall classical metrics for hypothesis testing:

• Confusion matrix (see example in Figure A5) to have all information on correct and
incorrect predictions. TP means true positive and refers to the points where class 1
is predicted as 1 (in our case study, days with rockfalls well detected). TN means
true negative and refers to the points of class 0 predicted 0 (days without rockfalls
well predicted). FP means false positive and refers to the points of class 0 predicted 1
(days without rockfalls detected as days with rockfalls). FN means false negative and
refers to the points of class 1 predicted 0 (days with rockfalls detected as days without
rockfalls). The training of the models aims at making TP and TN tend towards 1 and
FP and FN towards 0.

• Accuracy, which measures the proportion of correct classification among all,
accuracy = TP+TN

TP+TN+FN+FP ,
• Precision of each class which measures the proportion of well classified samples among

all predicted in this class, precision = TP
TP+FP . Poor class precision means that there

are many over-detection (FP for binary) in this class,
• Recall of each class which measures the proportion of well classified samples among

all real labelled in this class. In binary classification, recall usually indicates recall of
positive class, recall = TP

TP+FN . Poor class recall means that there are missed detections
(FN for binary) in this class.

Accuracy, precision and recall values vary between 0 and 1, and the optimal value is 1,
but it is difficult to optimize recall and precision simultaneously.

When classes are unbalanced, other metrics are more suitable. In binary cases, like
ours, negative samples (0 rockfall) are much more frequent in our dataset than positive
sample (1 or more rockfalls).

• Balanced accuracy is the mean of positive and negative recall, balanced

accuracy =
( TP

TP+FN + TN
TN+FP )

2 ,
• Fβ score, Fβ =

(
1 + β2) precision × recall

β2(precision + recall) . When β = 1, F1 is the harmonic mean of
precision and recall and weights precision and recall equally. F1 is the measure most
often used when learning from imbalanced data [42]. For β > 1, Fβ score puts less
weight on recall and more weight on precision, if 0 < β < 1 Fβ score puts more weight
on recall and less weight on precision.

Following the definitions above, an increase in recall, means an increase in road safety
because more days with rockfalls are detected. An increase in precision means a decrease
in road closure on days without rockfalls, which has direct consequences on the economy.
Since infrastructure managers consider both aspects (safety and economy), we want to
maximize both recall and accuracy. Here, we chose to select ML models from the F1 score in
the following data processing, as it allows us to take into account both recall and precision.
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