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Abstract. Getting a deep insight into the role of coastal
flooding drivers is of great interest for the planning of adap-
tation strategies for future climate conditions. Using global
sensitivity analysis, we aim to measure the contributions of
the offshore forcing conditions (wave–wind characteristics,
still water level and sea level rise (SLR) projected up to 2200)
to the occurrence of a flooding event at Gâvres town on the
French Atlantic coast in a macrotidal environment. This pro-
cedure faces, however, two major difficulties, namely (1) the
high computational time costs of the hydrodynamic numer-
ical simulations and (2) the statistical dependence between
the forcing conditions. By applying a Monte Carlo-based ap-
proach combined with multivariate extreme value analysis,
our study proposes a procedure to overcome both difficulties
by calculating sensitivity measures dedicated to dependent
input variables (named Shapley effects) using Gaussian pro-
cess (GP) metamodels. On this basis, our results show the in-
creasing influence of SLR over time and a small-to-moderate
contribution of wave–wind characteristics or even negligible
importance in the very long term (beyond 2100). These re-
sults were discussed in relation to our modelling choices, in
particular the climate change scenario, as well as the uncer-
tainties of the estimation procedure (Monte Carlo sampling
and GP error).

1 Introduction

Coastal flooding is generally not caused by a unique phys-
ical driver but by a combination of them, including mean
sea level changes, atmospheric storm surges, tides, waves,
river discharges, etc. (e.g. Chaumillon et al., 2017). The in-

tensity of surge itself depends on atmospheric pressure and
winds as well as on the site-specific shape of shorelines and
water depths (bathymetry). Hence, compound events, result-
ing from the co-occurrence of two or more extreme values
of these processes is a significant reason for concern regard-
ing adaptation. For example, flood severity is significantly in-
creased by the co-occurrence of extreme waves and surges at
a number of major tide gauge locations (Marcos et al., 2019),
of high sea level and high river discharge in the majority of
deltas and estuaries (Ward et al., 2018), and of high sea level
and rainfall at major US cities (Wahl et al., 2015). This in-
tensification of compound flooding is expected to be exacer-
bated under climate change (Bevacqua et al., 2020). A deeper
knowledge of coastal flooding drivers is thus a key element
for the planning of adaptation strategies such as engineering,
sediment-based or ecosystem-based protection, accommoda-
tion, planned retreat, or avoidance (Oppenheimer et al., 2019;
see also the discussion by Wahl et al., 2017).

In this study, we analyse compound coastal flooding at
the town of Gâvres on the French Atlantic coast. This site
has been impacted by four major coastal flooding events
since 1905 (Idier et al., 2020a), in particular, by the storm
event Johanna on 10 March 2008, which resulted in about
120 flooded houses (Gâvres mayor: personal communica-
tion, 2019; Idier et al., 2020a). Flooding processes at this site
are known to be complex (macrotidal regime and wave over-
topping, variety of natural and human coastal defences, vari-
ous exposure to waves due to the complex shape of shore-
lines; see a thorough investigation by Idier et al., 2020a).
We aim to unravel which offshore forcing conditions among
wave characteristics (significant wave height, peak period,
peak direction), wind characteristics (wind speed at 10 m,
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wind direction) and still water level (combination of mean
sea level, tides and atmospheric surges) drive severe com-
pound flood events, considering projected sea level rise
(SLR), up to 2200.

We adopt here a probabilistic approach to assess flood haz-
ard; i.e. we aim to compute the probability of flooding and to
quantify the contributions of the drivers with respect to the
occurrence of the flooding event by means of global sen-
sitivity analysis, denoted GSA (Saltelli et al., 2008). This
method presents the advantage of exploring the sensitivity
in a global manner by covering all plausible scenarios for the
inputs’ values and by fully accounting for possible interac-
tions between them. The method has been applied success-
fully in different application cases in the context of climate
change (e.g. Anderson et al., 2014; Wong and Keller, 2017;
Le Cozannet et al., 2015, 2019a; Athanasiou et al., 2020).

Unlike these previous studies, the application of GSA to
our study site faces two main difficulties: (1) the physi-
cal processes related to flooding are modelled with numer-
ical simulations that have an expensive computational time
cost (i.e. larger than the simulated time), which hampers
the Monte Carlo-based procedure for estimating the sensitiv-
ity measures, and (2) the offshore forcing conditions cannot
be considered independent, and the probabilistic assessment
should necessarily account for their statistical dependence.
This complicates the decomposition of the respective contri-
butions of each physical drivers in GSA (see a discussion by
Do and Razavi, 2020).

Our study proposes a procedure to overcome both dif-
ficulties by combining multivariate extreme value analysis
(Heffernan and Tawn, 2004; Coles, 2001) with advanced
GSA techniques specifically adapted to handle dependent in-
puts (Iooss and Prieur, 2019) and probabilistic assessments
(Idrissi et al., 2021). To overcome the computational burden
of the procedure, we adopt a metamodelling approach; i.e. we
perform a statistical analysis of existing databases of pre-
calculated high-fidelity simulations to construct a costless-
to-evaluate statistical predictive model (named “metamodel”
or “surrogate”) to replace the long-running hydrodynamic
simulator (see e.g. Rohmer et al., 2020).

The article is organized as follows. Section 2 describes the
test case of Gâvres, the data and the numerical hydrodynamic
simulator used to assess flood hazard. In Sect. 3, we de-
scribe the overall procedure to partition the uncertainty con-
tributions of dependent offshore forcing conditions for future
coastal flooding. The procedure is then applied to Gâvres,
and results are analysed in Sect. 4 for future climate condi-
tions. In Sect. 5, the influence of different scenario assump-
tions in addition to the offshore forcing conditions is further
discussed, namely the magnitude of the flooding events, the
influence of the climate change scenario, the digital elevation
model (DEM) used as input of the hydrodynamic numerical
model and the intrinsic stochastic character of the waves.

2 Case study

2.1 Numerical modelling of flooding

The considered case study corresponds to the coastal town
of Gâvres on the French Atlantic coast in a macrotidal envi-
ronment (mean spring tidal range: 4.2 m). Since 1864, more
than 10 coastal flooding events have hit Gâvres (Le Cornec
et al., 2012). The flooding modelling is based on the non-
hydrostatic phase-resolving model SWASH (Zijlema et al.,
2011), which allows for simulating wave overtopping and
overflow. The implementation and validation on the study
site is described in Idier et al. (2020a), and we summarize
here the main aspects. The computational domain and the
digital elevation model (DEM) are shown in Fig. 1 (red do-
main). The DEM (denoted DEM 2015) is representative of
the 2015 local bathymetry and topography and of the 2018
coastal defences. The space and time resolution are, respec-
tively, 3 m in the horizontal dimension, two layers along the
vertical dimension and more than 10 Hz. The offshore wave
conditions (south of the island of Groix) are propagated to
the boundaries of the SWASH model using the spectral wave
model WW3 (WAVEWATCH III; Ardhuin et al., 2010), tak-
ing into account the local tide, atmospheric surge and wind
(see large spatial domain in Fig. 1a). The combined WW3–
SWASH model chain has been validated with respect to the
area that was flooded during the Johanna storm event (which
occurred on 10 March 2008): the model slightly overesti-
mates the number of flooded houses by about 3 %, which
can be considered very satisfactory for such complex envi-
ronments.

The inland impact of a storm event is assessed by estimat-
ing the total water volume Y that has entered the territory
at high tide. This is performed by first running the WW3
model (over 2 h to reach steady wave conditions) and then
the SWASH model by considering a time span of 20 min
(with 5 min spin-up) and steady-state offshore forcing con-
ditions. The value of Y is the volume at the end of the sim-
ulation. Such simulation costs about 90 min of time com-
putation on approximately 48 cores. Figure 2 provides the
maps of water depth and the corresponding value of Y com-
puted with the above-described simulator for five different
storm events. In the study, we use the volume value Y = 50,
2000 and 15 000 m3 to categorize the flooding event as “mi-
nor”, “moderate” and “very large”. In addition, to account for
the random character of waves, the modelling of the coastal
flood induced by overtopping processes is combined with a
random generation of wave characteristics in SWASH as de-
scribed by Idier et al. (2020b). For given offshore forcing
conditions, the simulation is repeated nr= 20 times, and the
median value (denotedmY ) of Y is calculated. The impact of
wave stochasticity is further discussed in Sect. 5.1.
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Figure 1. Digital elevation model (DEM expressed with respect to IGN69, French national vertical datum) and computational domain of the
study site of Gâvres for the spectral wave model WW3 (a) and for the non-hydrostatic phase-resolving model SWASH (b). The insert in (a)
provides the regional setting. The point P indicates an observation point on the coast. Adapted from Idier et al. (2020a).

Figure 2. Examples of five maps of water depth modelled by the nu-
merical simulator described in Sect. 2 using DEM 2015. The value
of the flood-induced inland water volume Y is indicated for the five
cases. In the study, the volume values of 50, 2000 and 15 000 m3

have been selected to categorize the flooding event as minor, moder-
ate and very large. Note that due to lack of numerical results with Y
close to 15 000 m3 in the database of simulation results (see Sect. 5),
panel (d) is provided using DEM 2008 instead.

2.2 Offshore forcing conditions

The modelling chain is forced by six offshore conditions,
namely the still water level (SWL) – expressed with re-
spect to the mean sea level, the significant wave height (Hs),
the peak period (Tp), the direction (Dp), the wind speed at
10 m (U ) and wind direction (Du). These are defined using a
database composed of hindcasts of past conditions offshore
of the study site over the period 1900–2016. This dataset was
built via the concatenation of hindcasts of different sources
(see Table 1 of Idier et al., 2020a, for further details) com-
pleted by bias corrections using a quantile–quantile correc-
tion method. A total of> 80 000 past events characterized by
(SWL,Hs, U , Tp,Dp andDu) taken at the time instant of the
high tide are used in the following to constrain the statistical

methods of Sect. 3. The visual analysis of the extracted con-
ditions (blue dots in Fig. 3) suggests a moderate-to-large sta-
tistical dependence between the forcing conditions because
we can clearly see a structure between the points: if they
were independent, no structure would be noticed. The analy-
sis of the pairwise Pearson’s correlation highlights a high and
statistically significant correlation coefficient of 62 % and of
50 % for (Hs, U ) and (Hs, Tp), respectively. In addition, the
examination of the extremal dependence using the summary
statistics described by Coles et al. (1999) shows that (SWL,
Hs, U ) presents statistically significant positive dependence
in the class of asymptotic independence (ranging between
28 % and 46 %). Further details are provided in Sect. S1 in
the Supplement.

2.3 Sea level projections

The analysis is conducted for future climate con-
ditions by computing a future still water level as
SWLf(t)=SLRRCP(t)+SWL, where SLRRCP(t) is the
value of the local mean sea level change in the future
(relative to a given reference date) for a given a climate
change scenario, i.e. an RCP (Representative Concentration
Pathway) scenario, and SWL is the present-day still water
level expressed with respect to the mean sea level of the
considered reference date.

In this study, we use the SLRRCP(t) projections pro-
vided by Kopp et al. (2014) in the vicinity of the study
site (including corrections of vertical ground motion of
−0.25± 0.16 mmyr−1). These projections and associated
uncertainty were based on a combination of expert commu-
nity assessment (the Fifth Assessment Report of the Inter-
governmental Panel on Climate Change, IPCC AR5); ex-
pert elicitation (e.g. Bamber and Aspinall, 2013); and pro-
cess modelling (e.g. the fifth phase of the Coupled Model
Intercomparison Project, CMIP5) for most sea level contrib-
utors, i.e. thermal expansion and ocean dynamical changes,
ice-sheet melting, glacier melting and groundwater storage
changes. The data are provided with a reference date of 2000
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Figure 3. Overview of the N = 50 000 randomly generated samples of offshore conditions (red dots). Blue dots correspond to the hindcast
conditions used to fit the statistical methods described in Sect. 3.3. Green dots and squares correspond to the n= 144 training data points used
to set up the GP metamodel (the selection approach is detailed in Sect. 3.2). The squares correspond to cases that are deliberately selected
outside the range of the red dots to cover a broader range of situations. SWL is defined with respect to the mean sea level (MSL).

for 5 time horizons (2030, 2050, 2100, 2150 and 2200), for
33 percentile levels pSLR and for 3 RCP scenarios (RCP2.6,
RCP4.5 and RCP8.5). The values for intermediate time in-
stants as well as percentile levels are obtained via interpola-
tion (linear for percentile levels and kriging-based for time
horizons; Williams and Rasmussen, 2006).

In summary, time series of SLRRCP are defined by com-
bining an RCP scenario with a percentile level pSLR (rang-
ing between 0 and 1). Figure 4 shows the projections for
the three RCP scenarios considering pSLR= 50 % (median
in red) and pSLR= 5 % and 95 % (90 % interval in blue). To
account for the uncertainty in SLRRCP, the following random
sampling procedure is proposed: (1) a percentile level pSLR
is randomly and uniformly sampled between 0 and 1, and
(2) the inverse of the empirical cumulative distribution esti-
mated based on the data by Kopp et al. (2014) is then used
to sample a time series of projected SLRRCP(t) values for a
given RCP scenario; i.e. the same pSLR level is considered
over the period 2030–2200 (with a time step of 10 years).
See some examples in Fig. 4 of random realizations follow-
ing this procedure.

3 Statistical methods

3.1 Overall procedure

The objective is twofold. First, we aim to estimate the flood-
ing probability Pf defined as the probability that the median
value mY (related to wave stochasticity; see Sect. 2.1) of the
inland water volume Y induced by the flood exceeds a given
threshold YC, namely

Pf = Prob(mY > YC)= E
(
I{mY>YC}

)
= E

(
I{f (nr)(x)>YC}

)
, (1)

where E(.) is the expectation operator, I{A} is the indicator
function which takes up 1 if A is true and 0 otherwise and
f (nr)(.) denotes the hydrodynamic simulator f (.) described
in Sect. 2 which takes the vector x of offshore forcing con-
ditions as inputs to compute mY by conducting nr= 20 re-
peated numerical simulations. Second, we aim to quantify
the contributions of each offshore forcing conditions to the
occurrence of the flooding event defined by {mY > YC}. The
different steps of the procedure are depicted in Fig. 5 and
described below.

Step 1. To overcome the large computation time cost to es-
timate mY , we set up a metamodel (see details in Sect. 3.3)
which is trained using a number n of inputs xi=1,...,n and the
corresponding median value miY = f

(nr)(xi) (computed by
running the hydrodynamic simulator nr times). As a meta-
model, we opt for the Gaussian process (GP) regression
method (Williams and Rasmussen, 2006), whose implemen-
tation and validation are described in Sect. 3.2. One advan-
tage of the GP is that it is capable of accounting for the meta-
model error, i.e. the uncertainty related to the approximation
of the true numerical model by a metamodel that is built us-
ing only a finite number of simulation results (see Step 3).

Step 2. Using the database of hindcasts described in
Sect. 2.2, a multivariate extreme value analysis is conducted
to randomly generate a large number N of “extreme but re-
alistic” random realizations x of the scalar offshore meteo-
oceanic conditions via a Monte Carlo procedure (Sect. 3.3).

Nat. Hazards Earth Syst. Sci., 22, 3167–3182, 2022 https://doi.org/10.5194/nhess-22-3167-2022
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Figure 4. Future projection of regional SLR for 3 different RCP scenarios. The red line indicates the median, and the blue lines indicate
the bounds of the 90 % confidence interval provided by Kopp et al. (2014). The different black lines correspond to a subset of 75 randomly
generated time series using the procedure described in Sect. 2.3.

Figure 5. Flowchart of the procedure. The sections describing the methods/data are indicated in grey next to the boxes.

The effect of SLR is accounted for by following the random
procedure described in Sect. 2.3.

Step 3. Using the validated GP metamodel, Pf is esti-
mated using the N randomly generated realizations of the
offshore conditions. The respective contribution of the differ-
ent offshore forcing conditions to the occurrence of the flood-
ing event {mY > YC} is quantified using the tools of GSA
(Sect. 3.4). We account for two sources of uncertainty in the
estimation procedure, namely the Monte Carlo sampling and
the GP error, by replicating B times the estimation within a
Monte Carlo-based approach described in Sect. 3.5.

3.2 Step 1: Gaussian process metamodel

Let us consider the set of n training data (xi,miY =

f (nr)(xi))i=1,...,n. In the context of GP modelling (also
named as kriging, Williams and Rasmussen, 2006), we as-
sume, prior to any numerical model run, that f (nr)(.) is a
realization of a GP (MY (x)) with

– a mean (also named trend) µ(x)=
k∑
j=1

βjgj (x) (where

gj is fixed basis functions and βj is the regression coef-
ficients of the k input variables)

https://doi.org/10.5194/nhess-22-3167-2022 Nat. Hazards Earth Syst. Sci., 22, 3167–3182, 2022
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– a stationary covariance function k(., .) (named kernel)
written as ∀xx′k(x,x′)= cov(MY (x),MY (x

′)) with
σ 2 the variance parameter.

For new offshore forcing conditions x∗, the pre-
dictive probability distribution MY (x

∗)|{MY (x
1)=

m1
Y , . . .,MY (x

n)=mnY } follows a GP with mean µGP(x
∗)

and variance V (x∗) defined using the universal kriging
equations (e.g. Roustant et al., 2012) as follows:

µGP(x
∗)= g(x∗)′β̂ + c(x∗)′.C−1.(mY −Gβ̂), (2a)

V (x∗)= VS+ (g(x
∗)′β̂ − c(x∗)′.C−1.G)′.

(G′.C−1.G)−1(g(x∗)′β̂ − c(x∗)′.C−1.G), (2b)

where mY = (MY (x
1)=m1

Y , . . .,MY (x
n)=mnY ); C is the

covariance matrix between the points MY (x
1), . . .,MY (x

n),
whose element is C[i,j ] = k(xi,xj ); c(x∗) is the vec-
tor composed of the covariance between MY (x

∗) and the
points MY (x

1), . . .,MY (x
n); g(x∗) is the vector of trend

functions values at x∗; G= (g(x1), . . .,g(xn))′ is the ex-
perimental matrix; the best linear estimator β̂ of β is
(G′C−1G)−1G′C−1mY ; and VS = σ

2
− c(x∗)′C−1c(x∗) by

assuming k(., .) to be stationary (Williams and Rasmussen,
2006).

The n numerical experiments used to train the GP model
are selected by combining two techniques: (1) for the ex-
treme values, we use the approach developed by Gouldby
et al. (2014) by means of a clustering algorithm applied
to a large dataset of extreme forcing conditions, with this
database being constructed through a combination of Monte
Carlo random sampling and multivariate extreme value anal-
ysis performed on the database of hindcast conditions de-
scribed in Sect. 2.2, and (2) for low and moderate values,
we use the conditioned Latin hypercube sampling procedure
of Minasny and McBratney (2006), for which the reader can
refer to Rohmer et al. (2020) for further details on the imple-
mentation for the site of interest here.

To validate the assumption of replacing the true numer-
ical simulator by the kriging mean (Eq. 2a), we measure
whether the GP model is capable of predicting “yet-unseen”
input configurations, i.e. samples that have not been used
for training. This can be examined by using a K-fold cross-
validation approach (e.g. Sect. 7.10 of Hastie et al., 2009). To
do so, the training data are first randomly split intoK roughly
equal-sized parts (named folds). For the kth fold, we fit the
GP model to the other K − 1 parts of the data and calcu-
late the prediction error of the fitted model when predict-
ing the kth part of the data. We do this at each iteration
k = 1,2, . . .,K of the procedure and compute the coefficient
of determination denoted Q2

(k) as follows:

Q2
(k) = 1−

i=n(k)∑
i=1

(
miY − m̂

−(k)
Y (xi)

)2

i=n(k)∑
i=1

(
miY −m

)2 , (3)

where n(k) is the size of the kth part of the data (k =
1,2, . . .,K), xi is the ith element of the kth part of the data,
m̂−kY (xi) is the prediction at xi using the GP model fitted us-
ing the kth part of the data removed (i.e. the GP model is
fitted using K − 1 parts of the data), miY is the median value
of Y related to xi computed using the modelling procedure
of Sect. 2 andm is the average value of the numerically com-
puted median values for the kth part of the data. A coeffi-
cient Q2

(k) close to 1.0 indicates that the GP model is suc-
cessful in matching the new observations that have not been
used for the training. The spread of Q2

(k) further informs on
the stability of the predictive capability across the k folds.

3.3 Step 2: multivariate extreme value analysis

The flooding probability (Eq. 1) is computed via a Monte
Carlo sampling approach based on the random generation
of the offshore conditions. To do so, two classes of off-
shore conditions are considered: “amplitude” random vari-
ables X= (SWL, Hs, U ), which can take up very large val-
ues, and covariates Xc= (Tp, Dp, Du), which are dependent
on the values of the amplitude variables. Considering ampli-
tude variables, a multivariate extreme value analysis (Coles,
2001) is conducted to extrapolate their joint probability den-
sity to extreme values by taking into account the dependence
structure. A three-step approach is performed as follows.

Step 1. Fitting of the marginals of amplitude variables
through the combination of the empirical distribution, below
a suitable high threshold u, and of the generalized Pareto dis-
tribution (GPD), above the selected threshold u (Coles and
Tawn, 1991), using the method of moments. The threshold
value u of the amplitude random variables is selected us-
ing the Bayesian cross-validation procedure developed by
Northrop et al. (2017).

Step 2. The dependence structure of the amplitude vari-
ables is modelled using the approach of Heffernan and Tawn
(2004). Let us denote X̃−i the vector of all variables (with
prior transformation onto common standard Laplace mar-
gins, Keef et al., 2013) except the ith variable X̃i . A mul-
tivariate non-linear regression model is set up as follows:

X̃−i |{X̃i} = x̃0 = ax̃0+ x̃
b
0 W , (4)

where x̃0>υ (i.e. X̃i having large values), a and b are pa-
rameters vectors (one value per parameter for each pair of
variables), υ is a threshold that is selected using the diagnos-
tic tools described in Heffernan and Tawn (2004; Sect. 4.4),
and W is a vector of residuals. The model is adjusted us-
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ing the maximum-likelihood method assuming that the resid-
uals W are Gaussian and independent of Xi with a mean
and variance to be calculated. Once fitted, a Monte Carlo
simulation procedure is used to randomly generate realiza-
tions of the amplitude variables X (after transformation back
on physical scales) by following the algorithm described in
Sect. 4.3 of Heffernan and Tawn (2004).

Step 3. Based on the generated dataset of amplitude vari-
ables, the random samples for the directional covariates Dp
andDu are generated by using the empirical distribution con-
ditional on the values of Hs and of U , respectively. The peak
period Tp values are generated by following the approach de-
scribed by Gouldby et al. (2014) based on a regression model
using wave steepness conditional on Hs.

3.4 Step 3: global sensitivity analysis and Shapley effect

The objective is to investigate the influence of the offshore
conditions with respect to the occurrence of the event mY >
YC in relation to the flooding probability defined in Eq. (1).
To do so, we opt for the GSA approach based on the Shap-
ley effects proposed by Idrissi et al. (2021) and applied in
the field of reliability assessment. For sake of presentation
clarity, we first present the Shapley effect by considering the
situation where the variable of interest is a scalar variable
(Sect. 3.4.1). Second, we present the adaptation in relation to
the problem of flooding probability (Sect. 3.4.2).

3.4.1 Shapley effect for a scalar variable of interest

Among all the GSA methods (Iooss and Lemaître, 2015), we
opt for a variance-based GSA, denoted VBSA (Saltelli et al.,
2008), which aims to decompose the total variance of the
scalar variable of interest denoted here Z into the respective
contributions of each uncertainty, with this percentage being
a measure of sensitivity.

Recall that f (.) is the numerical simulator. Consider the
k-dimensional vector x as a random vector of k random input
variables Xi (i = 1,2, . . .,k) related to the different offshore
forcing conditions. Then, the variable of interest Z = f (x)
is also a random variable (as a function of a random vector).
VBSA determines the part of the total unconditional vari-
ance Var(Z) of the output Z resulting from each input ran-
dom variable Xi . Formally, VBSA relies on the first-order
Sobol’ indices (ranging between 0 and 1), which can be de-
fined as

Si =
Var(E(Z|Xi))

Var(Z)
, (5)

where E(.) is the expectation operator.
When the input variables are independent, the index Si

corresponds to the main effect of Xi , i.e. the share of vari-
ance of Y that is due to a given Xi . The higher the influence
of Xi is, the lower the variance is when fixing Xi to a con-
stant value, hence the closer Si is to 1.

When dependence/correlation exists among the input vari-
ables (as is the case in our study; see Sect. 2.2), a more care-
ful interpretation of Eq. (5) should be given: in this situation,
a part of the sensitivity of all the other input variables cor-
related with the considered variable contributes to Si , which
cannot be interpreted as the proportion of variance reduction
related to fixing Xi . To overcome this difficulty, an exten-
sion of the Sobol’ indices has been proposed in the literature,
namely the Shapley effects (Owen, 2014; Iooss and Prieur,
2019; Song et al., 2016). The advantage of these effects is
to allocate a percentage of the model output’s variance to
each input variable which includes not only the individual
effect but also the higher-order interaction and, above all, the
(statistical) dependence. By summing to the total variance
(i.e. the sum of all normalized effects is one) and by being
non-negative, the Shapley effects allow for an easy interpre-
tation (Iooss and Prieur, 2019).

Formally, the sensitivity indices are defined based on the
Shapley value (Shapley, 1953) that is used in game theory to
evaluate the “fair share” of a player in a cooperative game;
i.e. it is used to fairly distribute both gains and costs to multi-
ple players working cooperatively. Formally, a k-player game
with the set of players K = {1,2, . . .,k} is defined as a real-
valued function that maps a subset of K to its corresponding
cost c : 2K → R so that c(A) is the cost that arises when the
players in the subset A of K participate in the game. The
Shapley value of player i with respect to c(.) is defined as

vi =
1
k

∑
A⊆K\{i}

(
k− 1
|A|

)−1

(c(A∪ {i})− c(A)), (6)

where |A| is the size of the set A.
In the context of GSA, the set of players K can be seen

as the set of inputs of f (.), and c(.) can be defined so that
for A⊆K , c(A) measures the variance of Z caused by the
uncertainty of the inputs in A. Owen (2014) proposed the
so-called “closed Sobol’ indices” as the cost function:

c(A)= Sclosed
A =

Var(E(Z|XA))
Var(Z)

, (7)

whereXA is the subset of inputs selected by the indices in A,
namely (XA = (Xi)i∈A).

The Shapley effect can thus be defined as

Shi =
1
k

∑
A⊆K\{i}

(
k− 1
|A|

)−1(
Sclosed
A∪{i} − S

closed
A

)
. (8)

3.4.2 Shapley effect for the occurrence of a flooding
event

In our study, the Shapley effect cannot be directly applied
because we are not interested in the variance of a scalar vari-
able (denoted Z in Sect. 3.4.1) but in the occurrence of an ex-
ceedance event in relation to the flooding probability defined
in Eq. (1). Thus, we rely on the adaptation of the Shapley
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effect to this case, namely “target Shapley effects” proposed
by Idrissi et al. (2021) as follows:

TShi =
1
k

∑
A⊆K\{i}

(
k− 1
|A|

)−1

(TSA∪{i}−TSA), (9)

where TSA =
Var(E(I{mY >YC})|XA)

Var(I{mY >YC})
.

The target Shapley effects TShi can be interpreted as a
percentage of the variance of the indicator function allocated
to the input Xi and measures the influence of the input to the
occurrence of the flooding event (defined by the exceedance
of the median value mY of Y above YC).

3.5 Estimation procedure

In practice, the Shapley effects defined in Eq. (9) are
evaluated using a “given data” approach, i.e. through the
post-processing of the Monte Carlo-based results using
the nearest-neighbour search-based estimator developed by
Broto et al. (2020) with the “sobolshap_knn” function of the
R package “sensitivity” (Iooss et al., 2021) using five neigh-
bours and a pre-whitening of the inputs with the procedure
by Kessy et al. (2018).

In this estimation, two major sources of uncertainty should
be accounted for, namely the Monte Carlo sampling and the
GP error (related to the approximation of the true numeri-
cal model by a GP built using a finite number of simulation
results). This is done as follows.

Step 1. A set of N random realizations of the forcing
conditions are generated using the methods described in
Sect. 3.3.

Step 2. For the N randomly generated forcing conditions,
a conditional (stochastic) N -dimensional simulation of the
GP (knowing the training data) is generated using Eqs. (2a)
and (2b), and the N values of mY are estimated.

Step 3. Using the set ofN values ofmY , the flooding prob-
ability is estimated using Eq. (1), and the Shapley effects are
computed using the nearest-neighbour search-based estima-
tor.

Steps 1 to 3 are repeated B times to generate a set of
B Shapley effects (one effect per forcing condition). The
variability in these estimates then reflects the use of differ-
ent sets of random samples (sampling error) and the use of
different conditional simulations of the GP (GP error).

4 Application

In this section, we apply the procedure described in Sect. 3 to
partition the uncertainty in the occurrence of the event {mY >
YC} by considering a base (reference) case defined by a vol-
ume threshold YC= 2000 m3, which corresponds to a flood-
ing event of moderate magnitude (see Fig. 2b), and by the
effect of SLR for the RCP4.5 scenario (see Fig. 4b). The lat-
ter RCP scenario is selected because it approximately cor-
responds to the intended nationally determined contributions

submitted in 2015 ahead of the Paris Agreement approval
(UNFCCC, 2016). The impact of these assumptions is fur-
ther discussed in Sect. 5.

4.1 Step 1: GP metamodel training and validation

Using the approach described in Sect. 3.2, we first select
100 offshore conditions used as inputs to the modelling chain
to calculate the corresponding median value mY (green cir-
cles in Fig. 3). In addition, 44 extra cases (squares in Fig. 3)
were defined using the set of high-tide conditions that were
randomly generated for the design of the early-warning sys-
tem at Gâvres (Sect. 2.5 of Idier et al., 2021). These condi-
tions were used as inputs of the metamodel implemented by
Rohmer et al. (2020) to predict the flooding-induced water
height at the observation point P (Fig. 1b), which is a crit-
ical location with respect to seawater entry during a storm
event; the conditions leading to a positive water height were
then selected. In total, n= 144 computer experiments were
performed.

The GP model is trained by assuming a linear trend µ
and a Matérn 5/2 kernel model in Eqs. (2a) and (2b) and
using a maximum-likelihood estimation of the GP parame-
ters (e.g. Roustant et al., 2012). The GP metamodel is vali-
dated using a 10-fold cross validation procedure as described
in Sect. 3.2. Due to the highly skewed distribution ofmY , we
use a logarithm transformation, i.e. log10(mY+1). The cross-
validation procedure shows a high predictive capability of the
trained metamodel with a median value Q2

≈ 99.35 % (cal-
culated across the 10 folds) and a small spread (as shown by
the small inter-quartile width of 1.25 %; see Fig. 6a). Our
preliminary tests also showed that the logarithm transfor-
mation improved the predictive capability with an increase
in Q2 of 10 %. The scatterplot in Fig. 6b confirms that the
predictive capability of the trained GP model is very satis-
factory (the dots almost align along the first bisector). How-
ever, we can notice some deviations, in particular in the vicin-
ity of the volume threshold defining minor flooding event,
i.e. log10(50+1)≈ 1.7. This provides a clear justification for
accounting for the GP error in the GSA results by following
the procedure described in Sect. 3.5.

4.2 Step 2: multivariate extreme value analysis

We use the database of hindcast conditions described in
Sect. 2.2 to extract > 80 000 offshore forcing conditions
characterized by (SWL, Hs, U , Tp, Dp and Du) taken at the
time instant of the high tide (blue dots in Fig. 3). Following
Step 1 described in Sect. 3.3, the extracted data are used to fit
the marginals of the amplitude variables using the GPD dis-
tribution with the selected threshold values of uHs = 3.59 m,
uSWL= 2.37 m and uU = 9.51 ms−1 by applying the pro-
cedure of Northrop et al. (2017) over the quantile range
[85.0 %, 99.9 %]. The goodness of GPD fit is also checked by
analysing the different diagnostic plots provided in Sect. S2.
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Figure 6. (a) Boxplot of performance indicator values Q2 (for the 10 folds of the cross-validation procedure). Each colour indicates the
number index of the corresponding fold. (b) Comparison between the volume (log10-transformed) estimated using the “true” numerical
simulator and the ones predicted using the GP model for each of the 10 folds of the cross-validation procedure. The closer the dots are to the
first bisector, the more satisfactory the predictive capability of the trained GP model is. The vertical dashed lines indicate the threshold YC
(log10-transformed) used in the study (50, 2000 and 15 000 m3).

Following Step 2 in Sect. 3.3, the dependence is mod-
elled with the selected threshold υ of Eq. (4) set up at
0.97 (expressed as a probability of non-exceedance). On this
basis, the Monte Carlo simulation procedure described by
Heffernan and Tawn (2004) is used to randomly generate
N = 50 000 events using the R package “texmex” (South-
worth et al., 2020). Based on the generated dataset, the cor-
responding covariate values are also generated (Step 3 in
Sect. 3.3). Figure 3 provides an overview of the randomly
generated samples (red dots) for the amplitude variables and
for the covariates. The visual analysis of this figure con-
firms the moderate-to-large statistical dependence between
the sampled forcing conditions (if they were independent, no
structure would be noticed) with satisfactory reproduction of
the structure of the observations (blue dots). The examination
of the (a,b) parameters of the dependence model (as defined
in Eq. 4) indicates a non-negligible positive strength of de-
pendence in the class of asymptotic independence (Sect. S1)
in agreement with the analysis made on the hindcast database
(Sect. 2.2).

4.3 Step 3: uncertainty partitioning over time

The N = 50 000 randomly generated forcing conditions in
addition to the random SLR time series (see some examples
in Fig. 4) are used as inputs of the validated GP models to
evaluate the time evolution of Pf for YC= 2000 m3 given for
RCP4.5 (Fig. 7). Preliminary convergence analysis showed
that 50 000 Monte Carlo samples were sufficient to reach
stable results; this is also shown by the very small uncer-
tainty band’s width in Fig. 7 (see in particular the inserted

Figure 7. Time evolution of the probability of the event {mY >
YC = 2000m3

} given SLR projections for the scenario RCP4.5. The
inserted figure indicates the very small uncertainty band’s width,
whose limits are the lower and upper bounds computed using B =
50 replicates of the estimation procedure (Sect. 3.5) accounting for
GP and sampling error.

plot) defined by the lower and upper bounds computed using
B = 50 replicates of the estimation procedure (described in
Sect. 3.5). Figure 7 shows that Pf increases over time in a
non-linear manner and reaches values of ∼ 1.5 % in the long
term by 2100 and ∼ 22 % in the very long term by 2200.

The Shapley effects for the flooding event {mY >
2000m3

} were evaluated using the 50 000 GP model eval-
uations using B = 50 replicates of the estimation procedure
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Table 1. Shapley effects relative to the occurrence of the event {mY > YC = 2000m3
} given SLR projections for the scenario RCP4.5,

estimated by computing the median value from B = 50 replicates of the estimation procedure (Sect. 3.5) accounting for GP and sampling
error. The numbers in brackets correspond to the minimum and maximum value computed from the B = 50 replicates.

Year SLR SWL Hs Tp Dp U Du

2050 0.135
[0.068, 0.195]

0.325
[0.235, 0.435]

0.110
[0.049, 0.252]

0.105
[0.067, 0.157]

0.099
[0.051, 0.161]

0.108
[0.072, 0.146]

0.110
[0.060, 0.158]

2100 0.323
[0.301, 0.349]

0.308
[0.286, 0.333]

0.077
[0.072, 0.082]

0.074
[0.068, 0.078]

0.072
[0.066, 0.079]

0.073
[0.068, 0.079]

0.070
[0.066, 0.076]

2200 0.612
[0.605, 0.619]

0.279
[0.269, 0.283]

0.023
[0.022, 0.025]

0.022
[0.020, 0.023]

0.021
[0.019, 0.023]

0.021
[0.020, 0.023]

0.021
[0.020, 0.023]

Figure 8. Time evolution of the Shapley effects, relative to the oc-
currence of the event {mY > YC = 2000m3

} given SLR projections
for the scenario RCP4.5, estimated by computing the median value
from B = 50 replicates of the estimation procedure (Sect. 3.5) ac-
counting for GP and sampling error.

(Sect. 3.5) accounting for GP and sampling error. Prelim-
inary convergence analysis showed us that 50 000 samples
were sufficient to reach low uncertainty estimates as shown
at given time instants in Table 1. This also confirms that both
error sources (GP and sampling) have a small influence. Fig-
ure 8 depicts the time evolution of the Shapley effects, which
measure the influence of the inputs on the occurrence of the
flooding event.

Several effects are noticed as follows.

– The influence of SLR increases over time with a non-
negligible contribution of ∼ 13.5 % even in the short
term (< 2050) until reaching ∼ 32 % in the long term
(2100) by following a relatively steep evolution (with
an increase of almost 140 % from 2020 to 2100).

– After 2100, SLR contribution continues to increase un-
til reaching ∼ 61 % in the very long term (2200). This
means that by 2200, SLR dominates the cumulative con-
tributions of all remaining uncertainties.

– In the short term, the major contributor corresponds to
SWL. The Shapley effect is of ∼ 32 %, while the re-

maining forcing conditions have contributions of the or-
der of ∼ 10 %–11 %. By 2100, SLR Shapley effect ex-
ceeds the one of SWL.

– Over time, the contributions of all forcing conditions
(except SLR) decrease (to compensate the SLR increase
because the sum of all Shapley effects is one). We note
that by 2075 (2150, respectively), the cumulative contri-
bution of both SLR and SWL represents ∼ 50 % (75 %,
respectively) of the variance.

– After 2100, the Shapley effects of the wave and wind
characteristics (Hs, Tp, Dp, U , Du) reach low lev-
els (∼ 7 %–8 %), and after 2150, the contributions
are < 3 %, which provides strong evidence of their neg-
ligible role in the very long term; i.e. their individual
effect and their dependence and their interactions with
the other variables are almost zero. This effect would
not have been revealed if “traditional” sensitivity analy-
sis (using Sobol’ indices) had been used, because the
strong dependence among the inputs would not have
been accounted for (Sect. S3).

5 Discussion

In this section, we first investigate whether the conclusions
on the uncertainty partitioning (Sect. 4.3) might change de-
pending on some key modelling choices (Sect. 5.1). Second,
we further discuss the implications of different limitations for
both the numerical and the statistical modelling (Sect. 5.2).

5.1 Influence of key modelling choices

The uncertainty partitioning in Sect. 4.3 underlines the key
influence of SLR on the occurrence of the event {mY > YC =

2000m3
}. We investigate here to which extent alternative as-

sumptions underlying our approach might change the above-
described conclusions, namely the following.

– The volume threshold YC used to define when a flood-
ing event occurs. The analysis was performed given
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a threshold YC= 2000 m3 related to a moderate flood-
ing event (Fig. 2), and it is re-conducted here by, re-
spectively, focusing on minor and very large flooding
events defined for YC= 50 and 15 000 m3 (as illustrated
in Fig. 2).

– The choice in the RCP scenario to constrain the SLR
projections described in Sect. 2.3. The analysis was con-
ducted given the RCP4.5 scenario, i.e. given a scenario
related to relatively moderate SLR magnitude (Fig. 4b),
compared to RCP8.5 in particular (Fig. 4c). The analy-
sis is here re-conducted for the RCP2.6 and 8.5 scenar-
ios.

– The choice of the DEM. This modelling choice is known
to highly influence the results (see e.g. Abily et al.,
2016), and we investigate to which extent an alterna-
tive DEM might change the sensitivity analysis results
by considering DEM 2008 (with the same resolution
of 3 m as DEM 2015), which corresponds to the con-
ditions before the major flooding event of Johanna in
2008, i.e. prior to the protective measures relying on the
raise of the dykes in the aftermath of this event.

– The choice of the summary statistics to account for wave
stochasticity. The analysis was conducted by using the
median value mY of Y as described in Sect. 2.1. The
analysis is here re-conducted using the first quartile (de-
noted Q25) or the third quartile (denoted Q75).

For each analysis, the corresponding assumption was
changed, and the whole analysis (described in Sect. 3.1)
was re-conducted, i.e. (1) new hydrodynamic simulations,
(2) training of new GP models (the predictive capability is
confirmed as shown in Sect. S5), and (3) GP-based estimate
of the flooding probability and of the Shapley effects within
a Monte Carlo-based simulation procedure (Sect. 3.5).

Figure 9 summarizes these results and shows that the SLR
effect both depends on our modelling choices and on the
considered time horizon. Before 2100, it is strongly influ-
enced by the DEM (Fig. 9a and b), with a reduction in
SLR influence by −40 % to −20 %. The differences in the
short/long term were expected because DEM 2008 presents
some sectors of lower topographic elevation of coastal de-
fences (Sect. S4) compared to DEM 2015 (in particular on
the south-eastern sector, which is highly exposed to storm
impacts). A more detailed analysis of the uncertainty con-
tribution (Sect. S5) shows that the decrease in SLR influ-
ence for DEM 2008 goes in parallel with higher contribu-
tions of wave characteristics, hence confirming that drivers
of flooding change depending on the DEM, with the sectors
with lower topographic elevation having a higher sensitivity
to wave-induced flooding, i.e. overtopping at least until 2100.

The second major driver of SLR influence is the choice
in the threshold. Reducing its value (case YC= 50 m3) re-
duces SLR contribution, which is directly translated into an

increase in SWL contribution (Sect. S5). This SLR–threshold
relation directly reflects how SLR acts on the flooding like-
lihood: it acts as an “offset”, which means that it induces a
higher seawater level at the coast, hence a higher likelihood
of flooding. Thus, the lower the threshold value is, the lower
the necessary SLR magnitude to induce flooding is, hence
the lower influence is. This threshold also means that results
presented in Fig. 8 are specific to our case study in Gâvres.
In other settings where flooding is dominated by overflow,
breaching or overtopping with another threshold, the parti-
tion of uncertainties is expected to be different.

The third driver of SLR influence is the choice in the RCP
scenario. Before 2100, making the assumption of the RCP2.6
scenario leads to an increase in SLR influence, up to∼ 10 %.
It is only in the very long term (beyond 2100) that assuming
the RCP8.5 scenario leads to a reduction in the SLR influ-
ence. Like for YC, this is the offset effect of SLR that influ-
ences the most: for RCP8.5, the mode of the SLR distribution
(in red in Fig. 4c) exceeds the one of the other scenarios after
2100 and can induce a high seawater level at the coast, hence
potentially a water volume value close to YC= 2000 m3 and a
higher flooding likelihood. This means that SLR values sam-
pled around the mode will impact the occurrence of the flood-
ing event (and the flooding probability) less because a small
SLR offset is here necessary to trigger the flooding event.
This is not the case for the two alternative RCP scenarios
because the mode is of lower magnitude and any SLR val-
ues sampled above it will have a key impact on the flooding
occurrence.

Finally, the uncertainty partitioning is shown to be very
slightly influenced by the choice of the summary statistics
for the wave stochasticity (Fig. 9) especially in the long
term after 2100. This result differs from the one of Idier
et al. (2020b), who showed the importance of this effect
is comparable to the one of SLR value as long as the still
water level remains smaller than the critical level, above
which overflow occurs. The differences between both studies
may be explained by the differences in the procedure. Idier
et al. (2020b) analysed this effect for two specific past storm
events, whereas our study covers a large number of events
by randomly sampling different offshore forcing conditions.
To conclude on this effect (relative to the others), further in-
vestigations are thus necessary and could benefit for instance
from recent GSA for stochastic simulators (Zhu and Sudret,
2021).

5.2 Limitations

While the analysis in Sect. 5.1 covers the main modelling
choices of our procedure, we acknowledge that several as-
pects deserve further improvements.

Regarding the modelling of the flood processes, one of
our main assumptions is to perform simulations with steady-
state offshore forcing conditions, i.e. without accounting for
the time evolution of the forcing conditions around the high
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Figure 9. Relative differences of the Shapley effect for SLR (using the median value computed for B = 50 replicates of the estimation
procedure) with respect to the base case at different time horizons (2050 in a, 2100 in b and 2200 in c) considering alternative modelling
choices for the volume threshold YC, the RCP scenario, DEM and the summary statistics of wave stochasticity.

tide (Sect. 2.1). First, this choice was guided by the compu-
tational budget that could be afforded to account for wave
stochasticity via repeated numerical simulations. A total of
144× 20= 2880 numerical simulations were performed here
for our analysis: such a large number of simulations would
be difficult to achieve using non-stationary numerical simu-
lations because a single run takes about 3 d of computation on
48 cores. Second, Idier et al. (2020b) showed, for two histor-
ical storm events, that the value of Y remains of the same or-
der of magnitude between a steady-state and a non-stationary
simulation. Therefore, the temporal effect is expected to only
moderately influence our conclusions regarding uncertainty
partitioning. If, however, other flooding indicators are chosen
(e.g. total flooded area or water height at a given inland loca-
tion), i.e. indicators that are more sensitive to the time evo-
lution of offshore conditions, non-stationary simulations are
mandatory. In this case, time dimension should be accounted
for at different levels of the procedure: (1) metamodelling
with functional inputs (e.g. using the procedure developed by
Betancourt et al., 2020), (2) integrating additional variables
in the multivariate extreme value analysis like event duration
and event spacing (e.g. Callaghan et al., 2008), and (3) ran-
domly generating time-varying forcing conditions (e.g. using
the stochastic emulator used by Cagigal et al., 2020, to force
ensemble long-term shoreline predictions).

Regarding the physical drivers of flooding, the analysis
was focused on marine flooding by considering the joint
wave–wind–sea level effects, but additional processes are
also expected to play a role in driving the compound flood-
ing, like river discharge (in particular with the proximity of
the Blavet River1 on the study area) or rainfall. Including
additional drivers is made here feasible by the flexibility of

1See Blavet gauge measurements (in French) at https://www.
vigicrues.gouv.fr/niv3-station.php?CdEntVigiCru=8&CdStationHy
dro=J571211004&GrdSerie=H&ZoomInitial=3 (last access:
15 September 2022).

the approach of Heffernan and Tawn (2004) for analysing
high-dimensional extremes. This was shown in particular by
Jane et al. (2020), who also highlighted the value of copula-
based approaches, such as vine copula. An avenue for fu-
ture research could include the comparison of different ap-
proaches for multivariate extreme value analysis, i.e. a type
of modelling uncertainty on top of the uncertainties in the
parametrization and in the threshold selection of these tech-
niques (e.g. Northrop et al., 2017).

Finally, regarding the drivers’ evolution under climate
change, we used the projections from Kopp et al. (2014).
These are generally consistent with the latest IPCC sea level
projections presented in the Special Report on Ocean and
Cryosphere in a Changing Climate (Oppenheimer et al.,
2019). The range of these projections is also similar with
medium-confidence projections provided by the Sixth As-
sessment Report of the IPCC, at least until 2100 (Fox-
Kemper et al., 2021). Yet, the highest quantiles may not rep-
resent the possibility of marine ice-sheet collapse in Antarc-
tica well (De Conto et al., 2021). The lowest quantiles of
the projections of Kopp et al. (2014) need to be considered
even more cautiously, with the 17 % quantile being a rea-
sonable minimal estimate (named the low-end scenario; see
e.g. Le Cozannet et al., 2019b) given the scientific evidence
available today. Integrating these updated data is a line of fu-
ture work whose implementation will benefit from the low
computational budget of the metamodels. In addition, one of
our main assumptions regarding SLR is that only SWL is
impacted, while the current wave and wind climate remains
unchanged in the future. This assumption should be recon-
sidered in future work in particular in light of recent pro-
jections (see e.g. Morim et al., 2020, for wave and Outten
and Sobolowski, 2021, for wind) and by taking advantage
of recent advances in stochastic modelling like that used by
Cagigal et al. (2020).
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6 Concluding remarks

At the macrotidal site of Gâvres (French Brittany), we have
estimated the time evolution of the flooding probability de-
fined so that the median value mY (related to wave stochas-
ticity) of the inland water volume Y induced by the flood-
ing exceeds a given threshold YC. For moderate flooding
events (with YC= 2000 m3), the flooding probability rapidly
reaches ∼ 1.5 % by 2100 and (quasi-)linearly increases until
∼ 22 % in the very long term (by 2200). By relying on Shap-
ley effects, our study underlines the key influence of SLR
on the occurrence of the event mY > YC regardless of the
YC value together with a small-to-moderate contribution of
wave and of wind characteristics and even of negligible im-
portance in the very long term for the covariates Dp, Du
and Tp. This growing influence of SLR (and then of the cli-
mate scenarios over the 21st and 22nd centuries) was ex-
pected and is a feature that would be observed across many
coastal sites around the world. Yet, the time evolution of the
flood probability (and associated uncertainty) remains site-
specific, i.e. mostly related to the particular conditions that
generate flooding in each coastal area, and could not have
been quantified without the implementation of the proposed
procedure.

The analysis of the main uncertainties in the estimation
procedure (Monte Carlo sampling and GP error) shows a mi-
nor impact here, which is a strong indication that the com-
bined GP–Shapley effect approach is a robust tool worth inte-
grating into the toolbox of coastal engineers and managers to
explore and characterize uncertainties related to compound
coastal flooding under SLR. However, to reach an operative
level, two key aspects deserve further investigation: (1) the
optimized computational effort with appropriate metamod-
elling techniques (e.g. Betancourt et al., 2020, for functional
inputs and Zhu and Sudret, 2021, for stochastic simulators)
combined with an advanced Monte Carlo sampling scheme
(like importance sampling, Demange-Chryst et al., 2022) and
(2) the capability to assess the impact of alternative mod-
elling choices (extreme value modelling and numerical mod-
elling, in addition to those described in Sect. 5.1) on the sen-
sitivity analysis, i.e. a problem named “sensitivity analysis of
sensitivity analysis” by Razavi et al. (2021). This latter aspect
requires a more general framework to incorporate multiple
levels of uncertainty, i.e. a first level that corresponds to the
forcing conditions, a second level that is related to the mod-
elling choices and a third level that is related to the stochastic
nature of our numerical model (related to wave stochasticity).
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