
HAL Id: hal-03745523
https://brgm.hal.science/hal-03745523v1

Submitted on 4 Aug 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Revisiting the link between extreme sea levels and
climate variability using a spline-based non-stationary

extreme value analysis
Jérémy Rohmer, Rémi Thiéblemont, Gonéri Le Cozannet

To cite this version:
Jérémy Rohmer, Rémi Thiéblemont, Gonéri Le Cozannet. Revisiting the link between extreme sea
levels and climate variability using a spline-based non-stationary extreme value analysis. Weather and
Climate Extremes, 2021, 33, pp.100352. �10.1016/j.wace.2021.100352�. �hal-03745523�

https://brgm.hal.science/hal-03745523v1
https://hal.archives-ouvertes.fr


Weather and Climate Extremes 33 (2021) 100352

Available online 6 July 2021
2212-0947/© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Revisiting the link between extreme sea levels and climate variability using 
a spline-based non-stationary extreme value analysis 
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A B S T R A C T   

Non-stationary extreme value analysis is a powerful framework to address the problem of time evolution of 
extremes and its link to climate variability as measured by different climate indices CI (like North Atlantic 
Oscillation NAO index). To model extreme sea levels (ESLs), a widely-used tool is the non-stationary Generalized 
Extreme Value distribution (GEV) where the parameters (location, scale and shape) are allowed to vary as a 
function of some covariates like the month-of-year or some CIs. A commonly used assumption is that only a few 
CIs impact the GEV parameters by using a linear model, and most of the time by focusing on two GEV parameters 
(location or/and the scale parameter). In the present study, these assumptions are revisited by relying on a data- 
driven spline-based GEV fitting approach combined with a penalization procedure. This allows identifying the 
type (non- or linear) of the CI influence for any of the three GEV parameters directly from the data, and eval-
uating the significance of this relation, i.e. without making any a priori assumptions as it is traditionally done. 
This approach is applied to the monthly maxima of sea levels derived from eight of the longest (quasi century- 
long) tide gauge dataset (Brest, France; Cuxhaven, Germany; Gedser, Denmark; Halifax, Canada; Honolulu, US; 
Newlyn, UK; San Francisco, US; Stockholm, Sweden) and by accounting for four major CIs (the North Atlantic 
Oscillation, the Atlantic Multidecadal Oscillation, the Niño 1 + 2 and the Southern Oscillation indices). From this 
analysis, we show that: (1) the links between CIs and different parameters of a GEV distribution fitted to ESL data 
are most of the time linear, but some of them present significant non-linear shapes; (2) multiple CIs should be 
considered to predict ESLs, and (3) the CI influence of the GEV distribution is not limited to the location 
parameter. These results are useful to understand current modes of variability of ESLs, and ultimately to improve 
coastal resilience through more precise extreme water level assessments.   

1. Introduction 

Extreme sea level (ESL) events due to storm surges are prominent 
threats for populations and ecosystems at the coasts, and their combi-
nation with mean sea level rise (MSL) are a major concern for coastal 
risk management and adaptation (Oppenheimer et al., 2019). Deepening 
our understanding of ESL drivers is of uttermost importance for emer-
gency preparedness and design of early warning systems in order to 
improve anticipation of conditions leading to flooding (e.g., as outlined 
by Kundzewicz et al., 2019 for river flooding). Reliable estimates of 
return levels are key ingredients for coastal flood risk management 
(Nicholls and Cazenave, 2010). In this view, accounting for ESL distri-
bution changes over time i.e. the non-stationary character of ESL, is 
critical as thoroughly discussed by Salas and Obeysekera (2014) 
regarding hydrological extremes, and by Cheng et al. (2014) in the 

context of changing climate. 
In the present work, we are interested in the non-stationary character 

related to climate variability control, i.e. the links between ESL and 
climate oscillation patterns as measured by a range of climate variability 
indices (denoted CIs, like North Atlantic Oscillation (NAO) or Atlantic 
Multidecadal Oscillation (AMO)): a thorough understanding of these 
links could contribute to improving seasonal-to-decadal predictions (as 
shown for instance by Rashid and Wahl (2020) along the U.S. coastline), 
and potentially improving coastal flood hazard assessment (Muis et al., 
2018) for both present day and for the future; in particular by reducing 
uncertainties in projections of extremes (e.g., Wong, 2018). In the 
context of climate change, a deeper knowledge of ESL drivers is a key 
element for the planning of adaptation strategies (like hard protection, 
managed realignment, retreat, etc.), for assessing the protective value of 
nature based solutions (e.g., sediment and dune management), and for 
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designing protective infrastructures (like dikes); see discussion by Wahl 
(2017). To appraise the significance of such projected changes, an 
improved understanding of the current variability of extreme sea level 
and its causes is thus needed. 

Multidecadal changes in ESL have been recognized as mainly driven 
by variations in MSL, as extensively documented by many authors; (e.g. 
Menéndez and Woodworth, 2010; Woodworth et al., 2011; Wahl and 
Chambers, 2015, 2016; Frederikse et al., 2020; among others). In 
addition to MSL, forcing related to oscillations of the coupled 
ocean-atmosphere system (i.e. climate variability) can also impact ESL 
at different time scales ranging from inter-annual to multidecadal time 
scales (Han et al., 2019). To investigate such climate variability control, 
many studies use CIs see e.g., (Menéndez and Woodworth, 2010; 
Woodworth et al., 2011; Wahl and Chambers, 2015, 2016; Talke et al., 
2014; Marcos et al., 2015; Mawdsley and Haigh, 2016; Marcos and 
Woodworth, 2017; Wong et al., 2018; Rohmer and Le Cozannet, 2019), 
among others. 

In practices, the analysis of ESL and their return levels generally 
relies on Extreme Value Theory, which provides a rigorous framework 
(Coles, 2001), in particular by means of the widely-used Generalized 
Extreme Value (GEV) model whose cumulative distribution function 
holds as follows: 

Probability(SL ≤ sl)

= exp

(

−

(

1 + ξ
(

sl − μ
σ

))− 1/ξ

+

)

 with 
(

1 + ξ
(

sl − μ
σ

))

+

= max

(

0, 1 + ξ
(

sl − μ
σ

))

(1)  

where sl is the sea level measured at tide gauges; μ, σ>0 and ξ∕= are the 
GEV location, scale, and shape parameters, respectively. 

Fig. 1 illustrates the behavior of the GEV cumulative probability 
distribution depending on the value of the GEV parameters. In partic-
ular, the GEV distribution presents an asymptotic horizontal behavior 
for ξ < 0 (i.e. the asymptotically–bounded distribution, which corre-
sponds to the Weibull distribution); unbounded when ξ > 0 (i.e. high 
probability of occurrence of great values can be reached, which corre-
sponds to the Fréchet distribution); and intermediate in the case of ξ =
0 (Gumbel distribution, as a limiting case of Eq. (1)). Fig. 1b and c 
respectively shows that the location parameter μ primarily translates the 
whole probability distribution, while the scale primarily affects the 
dispersion of the distribution. 

To study the climate variability control on ESL, an efficient approach 
relies on the non-stationary formulation of GEV, i.e. a GEV distribution, 
whose parameters are allowed to vary as a function of some time- 
varying covariates, like the month-of-year to account for seasonality 

(denoted moy) or some CIs to account for large-scale climate variability. 
The focus of the current study is the modelling of the influence of CIs on 
the GEV parameters. To do so, the use of the linear model is a common 
practice. For instance, Méndez et al. (2007) focused on the linear link 
between sea level and Southern Oscillation indices (SOI) at San Fran-
cisco; Menéndez and Woodworth (2010) analyzed the linear relation-
ships with different CIs using tide gauge datasets from the GESLA tide 
gauge data repository (Woodworth et al., 2016); Marcos and Wood-
worth (2017) examined spatiotemporal changes in extreme sea levels 
along the coasts of the North Atlantic and the Gulf of Mexico with similar 
techniques; Grinsted et al. (2013) examined the risk of 
hurricane-induced surges using similar techniques; Ceres et al. (2017) 
and Cheng et al. (2014) included a simple linear link with time as the 
covariate. Besides, the analysis is often restricted to μ; some studies 
examine the linear dependence for the logarithm of σ as well, but the 
control on ξ of time-varying covariates (and more particularly of CIs) is 
only rarely investigated. 

In this study, we propose to re-examine the commonly-used as-
sumptions for investigating the evolution of ESL. More specifically, we 
aim at addressing the following research questions: (Q1) Is the non- 
stationary GEV with linear model adequate? (Q2) Can multiple CIs in-
fluence ESL? (Q3) Is the influence only on μ or is there any influence on 
the other GEV parameters? To do so, we propose to rely on a data-driven 
fitting approach within the general framework of Generalized Additive 
Model for Location, Scale and Shape parameter (GAMLSS; e.g., Rigby 
and Stasinopoulos, 2005) to identify whether a (statistically) significant 
relation exists for any of the GEV parameters. 

The paper is organized as follows. In Sect. 2, we describe the sea level 
records, their processing to extract extremes, and the considered large- 
scale CIs. In Sect. 3, further details are provided on the fitting of the 
non-stationary GEV distribution within the GAMLSS framework. In Sect. 
4, we first apply the fitting procedure to the specific tide gauge of 
Cuxhaven (Germany). Then, we investigate the CI contribution on a 
larger set of tide gauges worldwide. Finally, we discuss the results in 
Sect. 5. 

2. Data 

We use the data from the Global Extreme Sea Level Analysis (GESLA, 
version 2, Woodworth et al., 2016) tide gauge data repository, and focus 
on eight of the longest (quasi century-long) time series of SL sampled at 
an hourly frequency, namely: Brest, France (1871–2013); Cuxhaven, 
Germany (1918–2014); Gedser, Denmark (1892–2012); Halifax, Canada 
(1920–2011); Honolulu, US (1905–2012); Newlyn, UK (1916–2014); 
San Francisco, US (1898–2012); Stockholm, Sweden (1889–2012). A 
pre-processing has been applied to restrict the analysis to the subsets of 
the timeseries where the data only present limited missing values over a 
continuous time duration not longer than 10 years. 

We then process the hourly SL data by extracting the monthly 
maxima MM. Since we are interested in the climate variability control on 
ESL over and above changes in MSL, we follow the approach by 

Fig. 1. Behavior of the GEV cumulative probability distributions depending on the changes in the parameter value: (a) ξ (with μ fixed at 1.0, and σ fixed at 0.25); (b) 
μ (with ξ fixed at − 0.5, and σ fixed at 0.25); (c) σ (with μ fixed at 1.0, and ξ fixed at 0.5). 

J. Rohmer et al.                                                                                                                                                                                                                                 



Weather and Climate Extremes 33 (2021) 100352

3

Menéndez and Woodworth (2010), and remove the effect of MSL by 
subtracting the annual median of the hourly values. The processed data 
are denoted rMM. The time series of the corresponding data are provided 
in Fig. 2. 

We focus on four major CIs that are widely used as predictors in the 
study of ESLs: the North Atlantic Oscillation (NAO), the Atlantic Mul-
tidecadal Oscillation (AMO – smoothed version), the Niño 1 + 2 
(NINO12) and the Southern Oscillation (SOI) indices. NAO is the 
dominant mode of winter climate variability in the Northern Atlantic 
sector (Hurrell et al., 2003) and is defined as the normalized pressure 
difference between the Azores and Iceland (https://www.esrl.noaa.gov/ 
psd/gcos_wgsp/Timeseries/NAO/). NAO has been shown to influence 
significantly sea level variability along the North Atlantic, Baltic or 
Mediterranean coasts at various timescales (e.g. Calafat et al., 2012; 
Chafik et al., 2017). AMO (https://www.esrl.noaa.gov/psd/gcos_wgsp/ 
Timeseries/AMO/) measures alternating warm and cool phases of the 
North Atlantic sea-surface temperature on multi-decadal timescale (i.e. 

~60–80 years) and can also affect sea level in the North Atlantic (see e.g. 
Xu et al., 2019; Han et al., 2017 and reference therein). In the Pacific 
basin, El Niño–Southern Oscillation (ENSO) has been demonstrated to 
have a significant influence on coastal sea-level variability (e.g. Merri-
field et al., 1999; Chang et al., 2013). Here, we relied on SOI (https://psl. 
noaa.gov/gcos_wgsp/Timeseries/SOI/) and Niño 1 + 2 (https://www.ps 
l.noaa.gov/gcos_wgsp/Timeseries/Nino12/) indices to characterize 
climate variability in the tropical Pacific. In our study, climate indices 
are derived either from station-based sea-level pressure records (NAO, 
SOI) or observational reconstruction of sea surface temperature (AMO, 
Niño 1 + 2) and allow tracking climate variations, jointly for the four 
indices, back to 1870’s. Finally, note that their absolute pairwise cor-
relation (Pearson, Spearman, Kendall) are small-to-moderate (not larger 
than 10% for NAO, AMO and NINO12, and at maximum ~40% for SOI 
and NINO12); see also the matrix of pairwise correlation coefficients in 
Supplementary Material C. 

Fig. 2. Time series of monthly maxima rMM of sea levels (with removed MSL) for the eight tide gauges considered in the current study.  

J. Rohmer et al.                                                                                                                                                                                                                                 

https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/NAO/
https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/NAO/
https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/AMO/
https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/AMO/
https://psl.noaa.gov/gcos_wgsp/Timeseries/SOI/
https://psl.noaa.gov/gcos_wgsp/Timeseries/SOI/
https://www.psl.noaa.gov/gcos_wgsp/Timeseries/Nino12/
https://www.psl.noaa.gov/gcos_wgsp/Timeseries/Nino12/


Weather and Climate Extremes 33 (2021) 100352

4

3. Statistical methods 

3.1. Overall procedure 

To model the monthly sea level maxima rMM (with removed effect of 
MSL as described in Sect. 2), we consider three different non-stationary 
GEV formulations (see a formal presentation in Sect. 3.2). GEV1 for 
which only the location parameter is a function of the covariates, GEV2 
for which both location and scale parameters are functions of the 
covariates, and GEV3 when the three GEV parameters are functions of 
the covariates. The covariates are the CIs selected in Sect. 2. To answer 
the afore-described research questions regarding the effect of CIs, we 
implement different statistical methods:  

- To answer Q1 (is the linear model adequate?), the mathematical 
relation (named partial effect) between the GEV parameters and the 
CIs is learnt from the data using the non-parametric GAM models (see 
implementation details in Sect. 3.2). The partial effect is then used to 
assess the influence on the different GEV parameters;  

- To answer Q2 (can multiple CI influence extremes?), the fitting 
procedure is completed by a penalization procedure that selects the 
most important covariates during model construction (Sect. 3.3);  

- To answer Q3 (is the influence only on μ or is there any influence on 
the other GEV parameters?), we select the most appropriate model 
among the three GEV1,2,3 formulations using information criteria 
(Sect. 3.4). 

Finally, the goodness of fit of the selected model is evaluated by 
means of diagnostic analysis based on quantile-quantile and probability- 
probability plots described in Sect. 3.5. 

In addition to the CI effect, seasonal and an inter-annual effects are 
included by considering the month-of-year (moy), and the considered 
year (YY) as covariates. Evidences for an inter-annual memory in mean 

sea-level changes have been identified and mostly related to the spatial 
and time variability of sea-level changes (Dangendorf et al., 2014; 
Becker et al., 2014), and similar effects are affecting ESLs and more 
particularly some specific parameter of the GEV distribution, as exem-
plified by Menéndez and Woodworth (2010) globally; see also an 
example by Méndez et al. (2007) at San Francisco. 

3.2. Non-stationary GEV 

The GEV distribution is assumed to be non-stationary in the sense 
that the GEV parameters θ=(μ,σ,ξ) vary as a function of the covariates 
moy, YY, and x = CI (described in Sect. 2). Since the scale parameter 
satisfies σ > 0, we preferably work with its log-transformation. 
Computing non-stationary GEV models with varying shape parameter 
is known to be difficult, and might lead to unstable results. To minimize 
this problem, we work with a modified logit transformation of ξ 
(restricting its range to − 1 to 0.5) by following the implementation 
provided in the mgcv R package (Wood, 2017: chapter 7). 

We assume that the model ηθ(.) linking θ to the covariates can be 
decomposed into three functional terms as follows: 

ηθ(YY,moy, x)= ηLT
θ (YY)+ ηseasonal

θ (moy) + ηCI
θ (x) (2)  

where ηLT
θ (.) is long term trend; ηseasonal

θ (.) is a seasonal term related to 
moy, and ηCI

θ (.) is the term related to the climate variability control. 
To account for the effect of YY and of moy, we follow the approach by 

Menéndez and Woodworth (2010) by modelling ηLT
θ as a linear model 

with respect to YY and by modelling ηseasonal
θ (.) as a summation of sinu-

soidal functions with respect to moy as follows: 

ηseasonal
θ (moy)= β0 +

∑2

i=1
β2i− 1.cos(i.ω.moy) + β2i.sin(i.ω.moy) (3)  

Fig. 3. Monthly time series of Climate Indices considered in the study, namely NAO (a), AMO (b), NINO12 (c), and SOI (d).  
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where β are the regression coefficients, and ω = 2π/12. 
To account for the effect of CIs, we rely on the general framework of 

Generalized Additive Model for Location, Scale and Shape parameter 
(GAMLSS; e.g., Rigby and Stasinopoulos, 2005). Contrary to most 
existing studies, we aim at keeping the learning process of the mathe-
matical relation between θ and CI as generic as possible by:  

- Avoiding the introduction of a priori regression models like linear or 
polynomial;  

- Identifying whether a significant relation exists for any of the three 
GEV parameters;  

- Selecting the most important covariates during the fitting process. 

To do so, we rely on a data-driven spline-based regression approach 
by assuming that the model ηCI

θ (.) linking θ to CI follows a semi- 
parametric additive formulation as follows: 

ηCI
θ (x)=

∑J

j=1
fj
(
xj
)

(4)  

where J is the number of functional terms that is generally less than the 
number of input variables, fj(.) corresponds to a univariate smooth non- 
linear model described as follows: 

fj(x)=
∑

b
βjbbb(x) (5)  

with bb(.) the thin plate spline basis function (Wood, 2003) and with 
additional penalties on the regression coefficients βjb for smoothness. 

The functional terms in Eq. (4) are termed as “partial effect” and hold 
the information of each covariate’s individual effect on the considered 
GEV parameter. The interest is to model the mathematical relationship 
between each GEV parameter and the covariate in a flexible manner, i.e. 
by avoiding at maximum the introduction of assumptions on the form/ 
shape of this relationship. 

The model estimation consists in evaluating the regression co-
efficients β (associated to the GEV parameters θ) by maximizing the log- 
likelihood l(.) of the GEV distribution. To avoid overfitting, the esti-
mation is based on the penalized version of l(.) to control the roughness 
of the smooth functional terms (hence their complexity) by solving: 

argmax
β

(

l(β) −
1
2
∑

j
λjβT Sjβ

)

(6)  

where λj control the extent of the penalization (i.e. the trade-off between 
goodness-of-fit and smoothness), and Sj is a matrix of known coefficients 
(such that the terms in the summation measure the roughness of the 
smooth functions). Computational methods and implementation details 
are described in Wood et al. (2016) and references therein. In the present 
study, we choose a selection of the penalization term via minimization of 
the generalized cross-validation criterion. 

3.3. Variable selection 

The introduction of the penalization coefficients in Equation (6) has 
two effects: they control how variable and smooth the function is (i.e. 
smoothing effect) and they can penalize the absolute size of the function 
(i.e. shrinkage effect) as discussed by Marra and Wood (2011). The 
second effect is of high interest to screen out input variables of negligible 
influence. However, the penalty is known to have a limited action, since 
the formulation of Equation (6) can only affect the components that 
have derivatives, i.e. the “range space” of a spline basis, which corre-
sponds to the space of smooth non-linear functions. Yet this does not 
affect the other parts, i.e. the “null space”, which corresponds to the 
space of “completely smooth functions” that includes constant or linear 
functions. For an univariate thin plate regression spline, this means that 

there is a linear term left in the model, even when the penalty value is 
very large (as λ → ∞), and the afore-described procedure does not 
ensure that a covariate of negligible influence will completely be filtered 
out by the analysis (with corresponding regression coefficient shrunk to 
zero). In this situation, this means that the resulting partial effect might 
still present a low magnitude signal. 

To deal with this problem, we rely on the approach termed as 
“shrinkage” described in Marra and Wood (2011): Sect. 2.2. Let us 
consider the decomposition of Sj: 

Sj =UjΛjUT
j (7)  

where Uj is an eigenvector matrix associated with the jth smooth func-
tion, and Λj is the corresponding diagonal eigenvalue matrix. 

The presence of zero eigenvalues in Λj is at the origin of the afore- 
described problem. A possible solution is to set up them to a constant 
value ε corresponding to a small proportion of the smallest strictly 
positive penalty eigenvalues of Sj, so that, for large enough smoothing 
parameters, the smooth becomes identically zero. This allows automatic 
smoothing parameter selection methods to effectively remove the term 
from the model. 

3.4. Model selection 

We select the most appropriate model among the three formulations 
GEV1,2,3 by analyzing information criteria as recommended for 
instance by Kim et al. (2017). We focus on the Akaike information cri-
terion (AIC; Akaike, 1998), because we are interested in the predictive 
capability of the resulting model (contrary to the Bayesian information 
criterion (BIC; Schwarz, 1978), which preferably gives insights in 
goodness of fit, see e.g., Höge et al., 2018). AIC formulation holds as 
follows: 

AIC = − 2 l + 2k (8)  

where k is the number of degree of freedoms of the model, l(.) is the log- 
likelihood. 

The most appropriate model is the one that minimizes the AIC cri-
terion, i.e. the model with higher predictability but not too complex (i.e. 
without a too large number of parameters). Since the constructed 
models use penalization for the smoothness (Sect. 3.2), we rely on the 
formulation provided by Wood et al. (2016: Sect. 5) to account for the 
smoothing parameter uncertainty. 

Yet, selecting the most appropriate model may not be straightfor-
ward in all situations when two model candidates present close AIC 
values. For instance, Burnham and Anderson (2004) suggests an AIC 
difference of at least 10 to be able to rank with confidence the most and 
the second most appropriate model. If this criterion is not met, we 
complement the analysis with the likelihood ratio test LRT (e.g., Méndez 
et al., 2007), which compares here two hierarchically nested GEV for-
mulations using L = − 2(l0-l1), where l0 is the maximized log-likelihood 
of the simpler model M0 and l1 is the one of the more complex model M1 
(that presents q additional parameters compared to M0 and contains M0 
as a particular case). The criterion L follows a chi-squared distribution 
with q degrees of freedom, which allows deriving a p-value of the test. 

3.5. Model checking 

Once selected, some diagnostic information about the model fitting 
procedure can be performed by combining a transformation of the data 
to a Gumbel distributed random variable (e.g. Beirlant et al., 2004) and 
an analysis of the corresponding residual quantile and probability plot 
on Gumbel scale; see e.g. Méndez et al. (2007) for an example of 
application. If the model distributional assumptions are met then the 
considered plot should be close to a straight line. The visual analysis of 
the residual quantile plot is completed by a quantitative indicator 
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defined as follows: 

Q2 = 1 −

∑n
i=1

(

qi − q̂i

)2

∑n
i=1(qi − q)2 (9)  

where q̂i is the ith estimate of the theoretical quantile qi and q is the 
average value calculated over all observations i = 1, …,n. 

The Q2 criterion also applies for the residual probability plot by 
replacing the theoretical quantile qi by the theoretical probability. A 
coefficient Q2 close to 1.0 indicates a satisfactory goodness of fit of the 
considered GEV. In the following, we focus on the evaluation of Q2 for 
large values, i.e. quantile above 2, and probability above 80%. 

4. Results 

4.1. Application to Cuxhaven tide gauge 

We apply the procedure described in Sect. 3.1 on the rMM data at 
Cuxhaven tide gauge. We consider the three GEV model’s formulations 
described in Sect. 3.1. The corresponding AIC criterion values reach 
1320, 1102, and 1107 for GEV1, 2, and 3 respectively. This indicates 
that GEV2 and GEV3 model are both identified as appropriate (the AIC 
difference is small). Thus, we complement this analysis with the LRT 
test, which shows a high p-value of 40% (i.e. well above the significance 
threshold of 1%) hence favouring the selection of the simpler model 
GEV2. 

In addition, the residual quantile plot (Gumbel scale) in Fig. 4a 
shows a better agreement for the large Gumbel theoretical quantiles 
(here above 4) when considering GEV2. This provides a second element 
in favour of the GEV2 model. The analysis of the residual probability 
plot on Gumbel scale (Fig. 4b) shows however little differences between 
both models. Finally, the examination of the partial effects derived from 
the application of GEV3 for ξ clearly highlights the absence of CI in-
fluence (Supplementary Material A). 

These elements suggest a non-stationary GEV model with fixed and 
constant shape parameter, here evaluated at 0.010 ( ±0.025), hence 
indicating a Gumbel type tail behaviour. 

Using GEV2 model, we identify the contributions of the different 
covariates (YY, moy and CIs) by analysing the partial effects. The partial 
effect related to YY reveals a long term influence on μ with a statistically 
significant linear coefficient of 8.1e− 4 ( ±3.1e− 4), i.e. this indicates that 
despite the removal of the MSL effect (via the annual median value 
removal), an inter-annual effect still remains. The examination of the 
seasonal partial effects (related to moy) reveals a temporal evolution that 
is consistent with what is known from the storm activity in this region i. 
e. higher frequency of storms in winter season (see e.g. Lang and 

Mikolajewicz, 2019). This is outlined by maxima on the partial effects 
for December–January for both μ (Fig. 5a) and σ (Fig. 5b); hence 
showing that seasonality both influences the overall shift and the 
dispersion of the probability distribution (as illustrated in Fig. 1). 

Figs. 6 and 7 provide the partial effects related to the climate indices. 
Fig. 6b shows a strong quasi-linear effect of NAO. This signal can be 
considered with high confidence, because the upper and lower bounds of 
the uncertainty band are consistent with the tendency provided by the 
best estimate (i.e. the uncertainty bands indicate positive (respectively 
negative) partial effects when the best estimate indicates it). In partic-
ular, it is interesting to note that this result is consistent with the study 
by Lang and Mikolajewicz (2019). The influence of AMO and of NINO12 
is here identified as negligible (the partial effects are shrunk to zero 
using the approaches of Sect. 3.3). We also note a small-to-moderate 
linear signal of SOI. This partial effect should however be considered 
with cautious given the uncertainty band. 

Fig. 7 complements this analysis for log(σ) and shows a strong line-
arly increasing signal of NAO as well. These results indicate that under 
increased positive NAO conditions, the ESL distribution is shifted toward 
higher extremes (Fig. 1b) and its spread tends to extend (Fig. 1c). 
NINO12 and SOI appear to influence log(σ), but the width of the un-
certainty band (including the smoothing parameter uncertainty) is so 
large that the derived partial effect cannot be considered with 
confidence. 

4.2. Analysis at multiple coastal sites 

The procedure is now applied to all tide gauges. Table 1 provides the 
AIC value, which shows that GEV3 appears to be appropriate for Halifax, 
Honolulu, Newlyn, and Stockholm. The AIC-based selection for Brest, 
Cuxhaven, Gedser, and San Francisco is however more tedious (as 
indicated by very close values between GEV2 and GEV3). The LRT p- 
value (above the significance threshold of 1%) is then used and shows 
that the GEV2 model should be preferably selected for Brest, Cuxhaven, 
Gedser and San Francisco. The examination of the residual quantile 
(respectively probability) plot on Gumbel scale indicates satisfactory 
goodness of fit for large quantiles above 2 (respectively large probabil-
ities above 80%) as shown by the satisfactory Q2 indicator values >90% 
(Table 2). 

Similarly to Cuxhaven, the influences of the CIs are analyzed by 
examining the corresponding partial effects. The long term as well as the 
season partial effects are reported in Supplementary Materials D and E. 
In particular, the seasonal evolutions appeared to be consistent with 
previous work on these effects (see e.g., Menéndez and Woodworth, 
2010). Fig. 8 summarizes the different types of partial effects at each tide 
gauge considering the different climate indices and GEV parameters. 

Fig. 4(a). Residual quantile plot on Gumbel scale for the GEV2 (black dots) and GEV3 (blue dots) model at Cuxhaven tide gauge; (b) Residual probability plot on 
Gumbel scale. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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When the upper and lower bound of the uncertainty band are not 
consistent with the tendency provided by the best estimate (i.e. the 
uncertainty bands indicate positive (respectively negative) partial ef-
fects when the best estimate indicates the contrary), this is indicated by a 
light colour. 

Regarding research question Q1 (is the linear model adequate?), the 
partial effects related to CIs are mainly of linear type (either increasing 
or decreasing). Among the total number of partial effects (here of 20) 

identified with high confidence (i.e. with uncertainty band consistent 
with the best estimate marked by warm colours in Fig. 8), 13 are linear 
and concerns μ (six tide gauges), σ (six tide gauges) and ξ (one tide 
gauge). At Brest and Honolulu, only the seasonal and inter-annual ef-
fects are derived with high confidence (the CI effect are associated with 
too high uncertainty). 

Though the linear assumption seems to be valid for most cases, there 
are statistically significant non-linear effects derived at four tide gauges 

Fig. 5. Partial effects at Cuxhaven related to the month of the year for μ (a) and for log(σ) (b).  
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Fig. 6. Partial effects of μ (a–d) as function of the covariates at Cuxhaven. The red-coloured uncertainty envelope (including the smoothing parameter uncertainty) is 
defined by two standard errors above and below the best estimate (black line). Flat partial effects indicate an absence of influence of the considered covariate. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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(Fig. 9), San Francisco, Halifax, Newlyn and Stockholm (at Cuxhaven, 
the partial effect NAO-μ is quasi linear; see Fig. 6b). These partial effects 
can be assimilated to quasi-bilinear functions, i.e. two regimes can be 
identified, a first monotonic quasi-linear regime, and a second quasi- 
constant one; see in particular Fig. 8e. The non-linear effect appears to 
mainly concern the remote influence of CI on σ (i.e. AMO at San Fran-
cisco, NINO12 and SOI at Halifax and Stockholm), on μ (NINO12 at 
Stockholm), and on ξ (SOI at Newlyn). The case of Newlyn appears to be 
particularly complex with two CIs acting on the tail behaviour with a 
Gumbel regime for moderate absolute value SOI (Fig. 9e) not larger than 
1.0 and a switch from a Weibull (bounded) to a Fréchet (unbounded) 
regime for high AMO values above 0.1 (Fig. 9d). The derivation of these 

effects is however difficult and the confidence can only be considered 
high over specific range of CI values; see for instance at Stockholm 
(Fig. 9c) and at Newlyn (Fig. 9f), the degree of uncertainty prevents any 
confident analysis for SOI above 2, and over the interval [-1;1] 
respectively. 

Regarding research question Q2 (can multiple CI influence ex-
tremes?), the answer is not systematic and depends on the considered 
tide gauge. Considering only partial effects associated with high confi-
dence, we show that: at least one CI is integrated in the GEV formulation 
at Cuxhaven (NAO); at least two at Gedser (AMO and NAO); at least 
three at San Francisco (AMO, NINO12 and SOI) and Halifax (AMO, NAO, 
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Fig. 7. Partial effects of log(σ) (a–d) as function of the covariates at Cuxhaven. The red-coloured uncertainty envelope (including the smoothing parameter un-
certainty) is defined by two standard errors above and below the best estimate (black line). Flat partial effects indicate an absence of influence of the considered 
covariate. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Table 1 
Information criterion AIC evaluated for three formulations of the non-stationary 
GEV model. Bold numbers correspond to the minimum values. The p-value of the 
LRT is the one comparing GEV2 and GEV3.  

Tide gauge GEV1 GEV2 GEV3 LRT p-value 

Brest − 438 ¡476 − 470 41% 
Cuxhaven 1320 1102 1107 47% 
Gedser − 404 − 719 ¡720 4.1% 
Halifax − 1562 − 1640 ¡1659 <1% 
Honolulu − 3437 − 3484 ¡3510 <1% 
Newlyn − 524 − 557 ¡628 <1% 
San Francisco − 2522 ¡2782 ¡2782 4.3% 
Stockholm − 1164 − 1392 ¡1397 1%  

Table 2 
Q2 indicator value for model checking. Q2 for quantile plots on Gumbel scale is 
evaluated for large quantiles above 2. Q2 for probability plots on Gumbel scale is 
evaluated for large probabilities above 80%.  

Tide gauge Selected 
model 

Q2 – residual quantile 
plot 

Q2 – residual probability 
plot 

Brest GEV2 0.972 0.978 
Cuxhaven GEV2 0.963 0.964 
Gedser GEV2 0.984 0.991 
Halifax GEV3 0.911 0.959 
Honolulu GEV3 0.837 0.968 
Newlyn GEV3 0.867 0.972 
San 

Francisco 
GEV2 0.968 0.996 

Stockholm GEV3 0.987 0.996  

J. Rohmer et al.                                                                                                                                                                                                                                 



Weather and Climate Extremes 33 (2021) 100352

9

and NINO12), and the four CIs at Newlyn and Stockholm. 
Regarding Q3 (is the influence only on μ or is there any influence on 

the other GEV parameters?), the inspection of the partial effects con-
firms the results of the AIC-based analysis (completed by the LRT), i.e. 
the influence of CIs cannot be restricted to μ. At the exception of Gedser, 
all tide gauges present an influence either on μ-σ (Cuxhaven, San 
Francisco and Halifax) or on the three GEV parameters (Stockholm and 
Newlyn) altogether. 

5. Discussion 

While it is generally considered that projected changes in ESLs will 
be mostly driven by MSL changes, there remain questions regarding 
potential changes of ESLs induced by changing pressures and winds 
caused by climate change (Vousdoukas et al., 2018; Oppenheimer et al., 
2019). Using a spline-based non-stationary extreme value analysis, we 
confirm the links between teleconnection patterns (modelled by CIs) and 
local ESLs, which have been previously identified in the literature using 
other methods. Several aspects deserve however further discussions, 
namely the relation between the CIs and the tide gauge’s location (Sect. 
5.1), the effect of seasonality of CIs (Sect. 5.2) and the limitations of our 
study (Sect. 5.3). 

5.1. Relation between CI and tide gauge’s location 

Among the CIs identified with confidence, some are consistent with 
the spatial location of the considered tide gauge: NAO mainly influences 
the tide gauges located on the North Atlantic basin, either in Europe 
(Cuxhaven, Gedser, Newlyn, Stockholm), which is consistent with pre-
vious studies like Chafik et al. (2017) (see also Han et al. (2017) for a 
review), or in North American East Coast (Halifax), which is consistent 
with findings of Xu et al. (2019). Halifax tide gauge also includes a 
significant AMO signal (see Fig. B3.2), which appears to be consistent 
with the significant correlation found between AMO and sea-level 
anomaly in the North Atlantic subpolar region reported by Xu et al. 
(2019). Although less pronounced than for NAO, statistically significant 
AMO influences in some GEV parameters for European tides gauges 
records (see Supplementary Materials: Gedser, Fig. B2; Newlyn, Fig. B5; 
Stockholm, Fig. B7) are found. This result contrasts with the findings of 
Karabil et al. (2017), who conclude that, in the Baltics Sea region, no 
significant contribution of AMO-related factors to decadal sea-level 
could be found in historical tide gauges records. While further ana-
lyses would be needed to decipher this apparent contradiction (this goes 
beyond the scope of this paper), the comparison above underlines the 
relevance and added value of our method to investigate link between 
extreme sea levels and climate variability. 

As expected, NINO12 and SOI have significant influences at tide 
gauges located in the Pacific basin (at San Francisco and with a higher 

Fig. 8. Types of partial effects at each tide gauge 
considering the different CIs. In purple: non-linear 
partial effects denoted NL; in green, linear 
decreasing denoted L-; in red, linear increasing 
denoted L+. The symbol “-” indicates that the pro-
cedure (either based on the analysis of AIC-LRT or 
on the penalization approach) has identified the 
considered covariate as of negligible influence. The 
light colours indicate that the relation is weak 
because of too high uncertainty. (For interpretation 
of the references to colour in this figure legend, the 
reader is referred to the Web version of this article.)   

Fig. 9. Non-linear partial effects at San Francisco (a), Halifax (b), Stockholm (c,e), Newlyn (d,f).  
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uncertainty at Honolulu). In addition, we note some teleconnection in-
fluence with mainly non-linear effects (Fig. 8): NINO12 and SOI appear 
to affect the North Atlantic coastal sea level (Newlyn, Stockholm and 
Halifax), and AMO appears to affect San Francisco. Teleconnections 
between ENSO and the North Atlantic-European have long been estab-
lished (Brönnimann, 2007) and operate via several pathways that can 
imply e.g. the North Pacific area, the tropical Atlantic, or the strato-
sphere (Domeisen et al., 2019) through complex mechanisms. Tele-
connections - although less well apprized - between the AMO and the 
North Pacific or tropical Pacific regions have been also reported (Wang, 
2019), which appears consistent with the fact that AMO signatures are 
found in San Francisco records. These result suggest that our approach is 
suitable to identify complex relationships between local sea levels and 
remote large scale climate oscillations. 

5.2. Effect of seasonality 

The study has been performed by analysing the monthly SL maxima 
(after removal of the annual median) for all seasons by following a 
continuous time series analysis. Seasonality was accounted for by add-
ing a seasonal functional term to describe the partial effect of the GEV 
parameters (Sect. 3.2). Due to the importance of seasonality in extremes 
(as previously outlined by Menéndez and Woodworth, 2010; Marcos and 
Woodworth, 2017), we further investigate this effect by re-conducting 
the analysis for the winter season, December-January-February (DJF), 
i.e. months at which seasonal partial effects of μ and/or for σ reach 
maxima (see Fig. 5 for Cuxhaven; and Supplementary Materials E for the 
other tide gauges). 

Fig. 10 shows that the linear influence of some CIs is persistent when 
focusing on DJF and these signals even got strengthened (i.e. with lower 
uncertainty band) like for the SOI influence on σ at San Francisco, the 
NAO influence on μ at Cuxhaven, and the NINO12 influence on σ at 
Newlyn (the corresponding partial effects are provided in Supplemen-
tary Materials F). Signals with increasing confidence also emerge at 
some locations like at Honolulu: the DJF analysis clearly identifies 
strong NINO12 and AMO influences (compared to the weak CI influence 
in Fig. 8). At Newlyn, the signal also restricts to a few influences with 
AMO and NINO12 signal being strong. At Brest, the CI influence remains 
however unclear. 

The non-linear signals are also unevenly affected when restricting 
our analysis to DJF. Some non-linear signals tend to remain persistent - 
e.g. AMO at Newlyn and SOI at Stockholm show quasi similar shape than 
those identified when the continuous time series are considered; see 
Supplementary Materials F - while others become more linear (e.g. AMO 
at San Francisco; NAO at Cuxhaven). Finally, some non-linear signals 
vanish for the months DJF and some become highly uncertain (NINO12 

at Halifax, SOI at Newlyn, NINO12 at Stockholm on μ). 
A complex influence of NINO12 is also outlined. Some tele-

connections are identified with a statistically significant and linear 
signal of NINO12 emerging at Gedser, and at Stockholm in DJF. Though 
we acknowledge that the physical processes associated with this signal 
are not fully understood, this finding appears consistent with the sta-
tistically significant relation between ESL and Niño3 index outlined by 
Menéndez and Woodworth (2010). The complexity of El Niño influence 
at these locations is also in line with the results by Rohmer and Le 
Cozannet (2019), though this study is restricted to high percentiles. At 
San Francisco, in contrast with the continuous time series analysis 
(Fig. 8), we note that NINO12 in DJF primarily alters μ instead of σ (the 
signal is now of higher uncertainty), i.e. it drives the shift of the whole 
probability distribution instead of the dispersion (as illustrated by 
Fig. 1). 

This type of analysis is useful to confirm the significance of some 
signals that were identified using the continuous time series, i.e. the 
monthly SL maxima for all seasons (Fig. 8); hence showing the robust-
ness of the approach. This also shows the flexibility of the approach by 
highlighting complementary elements regarding teleconnections, 
though these should be further explored to unravel the underlying 
physical processes. This also opens the possibility for a deeper analysis 
of the CI influence at different seasons by accounting for the complexity 
of the seasonal partial effects at the different locations (Supplementary 
Materials E). 

5.3. Limitations 

Though significant signals have been identified, the non-negligible 
effect of the fitting uncertainty should be underlined (16 partial ef-
fects are identified with too high uncertainty to draw firm conclusions), 
even when using quasi century-long time series of SL. Deriving partial 
effects with high confidence is tedious for σ (as indicated by the number 
of cases in light colours in Fig. 8) and even more for ξ. This also goes in 
the same direction of the commonly-used and pragmatic assumption of 
keeping this ξ parameter constant. Methods within the Bayesian 
framework (Umlauf et al., 2018) is a promising solution in order to get a 
broader picture on the uncertainty at all levels of the approach 
(parameter fitting, data, structural uncertainty, etc.). Using the 
approach of Bayesian model averaging, Wong (2018) showed the in-
terest of this framework by avoiding the model selection, which is a 
difficult task. Besides, this framework would give the opportunity to 
incorporate many sites in the analysis (instead of restricting to a single 
location), through a proper modelling of the spatial correlation between 
the sites (see e.g. Calafat and Marcos, 2020). 

An alternative approach to analyse the links between climate 

Fig. 10. Types of partial effects at each tide gauge 
considering the different CIs by restricting the 
analysis to December-January-February. In purple: 
non-linear partial effects denoted NL; in green, 
linear decreasing denoted L-; in red, linear 
increasing denoted L+. The symbol “-” indicates 
that the procedure has identified the considered 
covariate as of negligible influence. The light col-
ours indicate that the relation is weak because of 
too high uncertainty. (For interpretation of the 
references to colour in this figure legend, the reader 
is referred to the Web version of this article.)   
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variability and ESLs could rely on weather-type approaches consisting in 
classifying the typical regional climate settings that cause specific sea- 
level extremes may be more appropriate (e.g., Rueda et al., 2016). 
However, the regional weather types that emerge from such analysis are 
more difficult to interpret, as they are specific to each site considered. 
The approach consisting in assessing the links between teleconnection 
patterns with local water levels has the advantage that the modes of 
variability of teleconnection patterns and their links with storminess 
have been extensively studies (e.g., Seierstad et al., 2007). Hence, we 
argue that both approaches are required to progress in our under-
standing of present-day and future sea-level extremes. 

6. Summary and further works 

Using a spline-based non-stationary formulation of GEV, we provide 
new insight into the links between extreme local sea levels and tele-
connection patterns. First, the links between the climate indices and 
different parameters of a GEV distribution fitted to extreme sea-level 
data are shown to be most of the time linear (research question Q1), 
but some of them present significant non-linear forms, as shown for 
instance in Halifax, San Francisco, Stockholm, and Honolulu, as well as 
at Cuxhaven to a lesser extent. To our best knowledge, taking into ac-
count these non-linear effects has rarely been done in previous studies at 
the exception of Wong (2018) but by assuming a second-order poly-
nomial relation between the GEV parameters and the CIs. Including 
more complex functional relationships can have strong impacts for 
probabilistic flooding risk assessments and preparedness to flood events, 
since the time evolution of GEV parameters directly affects the one of 
return levels, and potentially its future projections. Furthermore, we 
show that multiple climate indices should be considered to predict 
extreme sea-levels (research question Q2), and that the influence of 
climate indices of the GEV distribution is not limited to the location 
parameter μ (research question Q3), but can also affect the scale and 
shape parameters σ and ξ, as shown at multiple coastal sites either in 
Europe (Newlyn, and Stockholm), in North America (Halifax) or in Pa-
cific (San-Francisco). The results presented here are a step forward to 
reducing uncertainties in extreme sea-level analysis, and can be useful to 
reduce the risks of under- or over-adaptation to storms (e.g., Hall et al., 
2012). As another perspective, this type of research may also help 
improving our understanding of potential links between climate vari-
ability and storms and support preparedness to unusual sequence of 
storms driven by the persistence of specific climate conditions (e.g., see 
Castelle et al., 2017). 

Different lines of further research can be followed. First, we followed 
common practices used in literature to model MSL via the annual me-
dian value as described in Sect. 2. This aspect could be improved by 
taking advantages of more advanced statistical techniques like Kalman- 
filter as applied by Rohmer and Le Cozannet (2019). Second, the choice 
of CIs should be improved. Considering alternative CIs is an option (for 
instance NINO34 instead of NINO12, see the correlation analysis in 
Supplementary Material C), or “tailored” CI specifically developed for 
the purpose of SL variability study as Wahl and Chambers (2016) did in 
the US, or Dangendorf et al. (2014) in the German Bight. The major 
unresolved problem is to account for dependencies among CIs. Using 
bivariate formulation of splines may here be beneficial (see an example 
for lightning prediction by Simon et al. (2019)). Third, climate vari-
ability is not the only factor affecting ESL and additional physical pro-
cesses may significantly act. This is indicated by the statistically 
significant linear coefficients of the long term trend at some stations 
(Supplementary Materials D). Attributing this signal to physical pro-
cesses deserves further investigations; such processes may include ef-
fects of river flows (in estuaries, see e.g., Piecuch et al., 2018), evolving 
complex nonlinear shallow water processes (see a comprehensive re-
view by Woodworth et al., 2019), and nonlinear vertical ground motions 
(e.g., Raucoules et al., 2013), among others. Finally, it should be noted 
that we investigated the covariates’ influence by assuming a 

co-occurrence with the monthly SL maxima. As a line for future 
research, lagged effects are also worth investigating by extending, for 
instance, the study by Andrew et al. (2006) to extremes. 

The proposed framework is here flexible enough to integrate addi-
tional covariates. The penalization-based variable selection can here 
show its benefits. 
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Cirano, M., Hibbert, A., Huthnance, J.M., Monserrat, S., Merrifield, M.A., 2019. 
Forcing factors affecting sea level changes at the coast. Surv. Geophys. 40 (6), 
1351–1397. 

Woodworth, P.L., Hunter, J.R., Marcos, M., Caldwell, P., Menendez, M., Haigh, I., 2016. 
Towards a global higher-frequency sea level data set. Geosci. Data J. 3, 50–59. 

Woodworth, P.L., Menéndez, M., Gehrels, W.R., 2011. Evidence for century-timescale 
acceleration in mean sea levels and for recent changes in extreme sea levels. Surv. 
Geophys. 32 (4–5), 603–618. 

Xu, Q., Tu, K., Cheng, Y., Wang, W., Jia, Y., Ye, X., 2019. Satellite altimetry and tide 
gauge observed teleconnections between long-term sea level variability in the US 
East Coast and the North Atlantic ocean. Rem. Sens. 11 (23), 2816. https://doi.org/ 
10.3390/rs11232816. 

J. Rohmer et al.                                                                                                                                                                                                                                 

http://refhub.elsevier.com/S2212-0947(21)00045-1/sref14
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref14
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref15
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref15
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref15
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref16
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref16
https://doi.org/10.1038/s41467-019-140496
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref18
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref18
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref19
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref19
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref19
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref20
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref20
https://doi.org/10.1007/s10712-019-09562-8
https://doi.org/10.1007/s10712-019-09562-8
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref21
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref21
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref22
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref22
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref22
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref22
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref23
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref23
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref24
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref24
https://doi.org/10.3390/w11071399
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref26
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref26
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref27
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref27
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref28
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref28
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref28
http://refhub.elsevier.com/S2212-0947(21)00045-1/optjaUZV4C06e
http://refhub.elsevier.com/S2212-0947(21)00045-1/optjaUZV4C06e
https://doi.org/10.3389/fmars.2016.00029
https://doi.org/10.3389/fmars.2016.00029
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref30
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref30
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref30
https://doi.org/10.1029/2009JC005997
https://doi.org/10.1029/2009JC005997
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref32
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref32
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref33
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref33
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref33
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref34
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref34
https://report.ipcc.ch/srocc/pdf/SROCC_FinalDraft_Chapter4.pdf
https://report.ipcc.ch/srocc/pdf/SROCC_FinalDraft_Chapter4.pdf
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref36
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref36
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref36
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref37
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref37
http://refhub.elsevier.com/S2212-0947(21)00045-1/optlG5il6l3Or
http://refhub.elsevier.com/S2212-0947(21)00045-1/optlG5il6l3Or
http://refhub.elsevier.com/S2212-0947(21)00045-1/optlG5il6l3Or
http://refhub.elsevier.com/S2212-0947(21)00045-1/optlG5il6l3Or
https://doi.org/10.1111/j.1467-9876.2005.00510.x
https://doi.org/10.1111/j.1467-9876.2005.00510.x
https://doi.org/10.1088/1748-9326/aaf0cd
https://doi.org/10.1088/1748-9326/aaf0cd
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref41
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref41
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref41
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref42
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref42
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref43
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref44
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref44
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref44
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref45
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref45
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref45
https://doi.org/10.1002/2014GL059574
https://doi.org/10.1002/2014GL059574
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref47
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref47
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref48
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref48
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref48
https://doi.org/10.1088/1748-9326/aa8eba
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref50
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref50
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref51
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref51
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref52
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref52
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref53
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref53
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref53
https://doi.org/10.1088/1748-9326/aacb3d
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref55
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref55
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref56
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref56
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref57
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref58
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref58
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref58
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref58
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref59
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref59
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref60
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref60
http://refhub.elsevier.com/S2212-0947(21)00045-1/sref60
https://doi.org/10.3390/rs11232816
https://doi.org/10.3390/rs11232816

	Revisiting the link between extreme sea levels and climate variability using a spline-based non-stationary extreme value an ...
	1 Introduction
	2 Data
	3 Statistical methods
	3.1 Overall procedure
	3.2 Non-stationary GEV
	3.3 Variable selection
	3.4 Model selection
	3.5 Model checking

	4 Results
	4.1 Application to Cuxhaven tide gauge
	4.2 Analysis at multiple coastal sites

	5 Discussion
	5.1 Relation between CI and tide gauge’s location
	5.2 Effect of seasonality
	5.3 Limitations

	6 Summary and further works
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgements
	Appendix A Supplementary data
	References


