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Abstract The macroscale roughness of the soil surface has significant influences on the mass/energy
interactions between the subsurface and the atmosphere during evaporation. However, most previous
works only consider evaporation behavior from flat surfaces. Based on experimental and numerical
approaches, the goal of this work is to provide a framework for the understanding of the mechanisms of
evaporation from irregular soil surfaces at representative elementary volume scale. A coupling free
flow-porous media flow model was developed to describe evaporation under nonisothermal conditions. For
simplicity, sinusoidal-type wavy surfaces were considered. To validate this modeling approach, an
experiment using an open-ended wind tunnel and soil tank was conducted. The experimental system was
instrumented with various environmental sensors to continuously collect atmospheric and subsurface data.
Results demonstrate that the surface roughness directly affects both atmospheric and diffusion-dominated
stages I and II evaporation behavior, respectively. The atmospheric conditions directly affect the boundary
layer during stage I. The evaporation rate is determined by the diffusion in the boundary layer, but not that in
the porous media. The soil properties exert intrinsic influence on the capillary flow and determine the
evaporation amount. The complex interaction between capillarity and the boundary layer leads to a
heterogeneous distribution of evaporative flux with undulation (i.e., location along the soil surface) and time.
Additionally, more and steeper waves indicate more influence from capillary flow, enhancing evaporation
compared to a single wave systemwith the same wave amplitude, while steeper waves also result in a thicker
boundary layer and weaken evaporation.

1. Introduction

Evaporation from bare soil surfaces is a key component of the global water cycle, which is closely tied to
many industrial activities, climate modeling, weather prediction, agricultural crop growth modeling, and
flood forecasting. In arid or semiarid settings, evaporation directly from soil can account for more than half
of the total evapotranspiration and therefore critical to its understanding (Huxman et al., 2005). Even though
decades of research have improved our understanding of evaporation at the laboratory and regional scales
(Brutsaert, 1982; Budagovskij, 1964; Merta et al., 2006; Morton, 1983; Shao et al., 2018; Shuttleworth, 2007;
Swenson & Lawrence, 2014), many knowledge gaps still exist in the current science on how the shallow sub-
surface interacts with the atmosphere during evaporation. Comprehensive understanding of the mechan-
isms involved in the atmosphere-subsurface interaction is significant to some relevant studies, such as the
greenhouse gases emission (Pourbakhtiar et al., 2017) and the remediation of contaminated shallow soil
(Weaver & Tillman, 2005). It is also helpful for further modification and improvement of the conventional gen-
eral circulation models.

To date there have been many experimental and theoretical studies on flat-surface evaporation at different
scales. Most previous experimental studies were conducted at the regional scale using different methods,
such as eddy covariance, Bowen-Ratio energy balance, lysimeters, and water isotopes (e.g., Kool et al.,
2014; Kustas & Agam, 2014). In terms of theoretical studies, the Community Land Model is one of the most
frequently used models to simulate the fluid distribution within the whole ecological system (e.g., Oleson
et al., 2010). But because of their complexity, these large, global, and regional-scale models/studies are often-
times aimed at understanding the Earth’s climate states or human behavior rather than investigating specific
processes, like evaporation. This approach focuses on the entire evaporation amount while oversimplifing
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the evaporation processes. Another theoretical approach is to use the Penman-Monteith equation alone to
calculate evaporation in large-scale hydrological model on the precondition that all the parameters are
known (Shao et al., 2018). Other experimental and modeling contributions at smaller scales include those
by Lehmann et al. (2008), Shahraeeni et al. (2012), and Haghighi et al. (2013). Based on capillary bundle
analysis, Lehmann et al. (2008) proposed a concept called characteristic lengths to define the evaporation
stages at the representative elementary volume (REV) scale. REV is defined as the minimum volume of a
porous medium sample in which a given geometrical property is independent of the size of the sample
(Bear, 2013). It is the fundamental concept of continuum. Shahraeeni et al. (2012) developed a pore-scale
model linking the surface water content with the inner capillary flow and the outer boundary layer for simu-
lating evaporation. At the REV scale, Haghighi et al. (2013) employed the advection-diffusion equation in the
laminar boundary layer to develop a generalized top boundary condition according to Ohm’s law for
evaporation, which uses the aerodynamic and soil resistance terms to incorporate the exchange processes
between the soil and the atmosphere. Also, Penman-type equations are oftentimes used as top boundary
conditions (Tang & Riley, 2013).

In addition to the above mentioned approaches, some researchers use more complex models on the basis of
REV assumption to describe evaporation from flat surfaces. It is widely accepted that evaporation is a multi-
phase mass, momentum, and energy exchange process between the soil and the atmosphere, which can be
significantly affected by the properties of both the soil (e.g., porosity, permeability, heterogeneity, and ther-
mal and hydraulic conductivity) and the atmosphere (e.g., turbulence, air flow velocity, relative humidity, and
radiation). All of these processes are strongly coupled and influence the soil-atmosphere interaction dynami-
cally (Davarzani et al., 2014). The strong coupling between processes leads to highly dynamic interactions
between the porous media properties, transport processes, and boundary conditions, resulting in dynamic
evaporative behaviors (Sakai et al., 2011). However, the strong coupling at the land-atmosphere interface
is rarely considered in most current models or practical application due to numerical model complexity
and oftentimes a lack of experimental data needed to verify modeling approaches. But the use of the most
complete form of multiphase flow equations in a fully coupled model allows for the investigation of the
dominant mechanisms without any preliminary assumptions about the terms that are made in
the formulation.

The concept of coupling free flow and porous media flow has been applied in various fields, including proton
exchange membrane fuel cells (Baber, 2014), medicine movement inside an organ, multiphase flow through
fractured-vuggy reservoirs (Huang et al., 2016), and evaporation from soil (Davarzani et al., 2014; Mosthaf,
2014; Mosthaf et al., 2014). In all these applications, one of the biggest challenges is the coupled interactions
between the free flow and porous media flow. In general, there are two main conceptual approaches to
describe this coupling, the one-domain and two-domain approaches. The one-domain approach is a simpli-
fied method to connect the free-flow and porous-media regions by assuming that the two regions are con-
tinuous in all their physical properties. Thus, only one flow equation, that is, the Brinkman equation (Goyeau
et al., 2003), is applied in the entire system. According to the detailed conditions of each domain (i.e., free
flow and porous media flow), the Brinkman equation is reduced to either the Navier-Stokes equation (free
flow) or Darcy equation (porous media). Therefore, no specific interfacial boundary condition is defined
between these two regions. Instead, a transition zone is defined where all the parameters (e.g., permeability
and porosity) are continuous. As a result, the choice of these parameters in the transition zone significantly
influence the modeling results. Additionally, the Brinkman model has yet to be demonstrated valid for multi-
phase flow. An alternative method, the two-domain approach, reduces the continuous transition zone to
one, no-thickness interface. The Navier-Stokes and Darcy equations are applied separately on either side
of this interface. Hence, extra interfacial conditions are imposed. Compared with single-domain approach,
this approach has better extensibility, which is able to be extended to multiphase flow. For single-phase
flow, similar results can be obtained by these two approaches, while the latter one is more numerically
costly. But when multiphases are involved, two-domain approach is physical and accurate. This two-domain
approach has been successfully used in multiphase coupling free-flow and porous-media flow problems
(Baber et al., 2012; Davarzani et al., 2014; Han et al., 2014; Mosthaf et al., 2011; Tezduyar et al., 2008;
Vanderborght et al., 2017).

Mosthaf et al. (2011) discussed the concept of coupling single-phase/two-components free flow and
two-phases/two-components porous media flow in detail. They assumed that the interfacial conditions
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were developed under mechanical, thermal, and chemical equilibrium according to phenomenological
explications. The Beavers-Joseph condition (Beavers & Joseph, 1967) was assumed to be valid in the tangen-
tial direction of the interface though the condition originated from parallel single-phase flow. Mosthaf et al.
(2014) applied this model to simulate evaporation from a flat, bare soil surface. Fetzer (2012) and Fetzer et al.
(2016) extended this model by considering turbulent air flow over flat soil surfaces varying with sand grain
roughness. They showed that the effects of the sand grain roughness were only visible for high velocities
or large grain sizes. Compared with the above mentioned methods like energy balance, advection-diffusion
equation, and generalized top boundary condition, the coupling free flow and porous media flow model is
more complete and physically based. It allows us to improve our understanding of the heat, mass, and
momentum transfer processes between the subsurface and the atmosphere during evaporation and pro-
vides us guidance for the improvement of simplified parameterizations (e.g., soil and atmospheric resistance
terms) by assessing the dominant processes at the interface clearly.

Compared with the studies conducted for flat surfaces, the interaction between the shallow subsurface and
the atmosphere is rarely considered for wavy soil surfaces. In this work, the term wavy surface refers to
uneven soil surface with macroscale roughness (Canovaro et al., 2007), which is different from the generally
recognized surface roughness formed by soil particles. The macroscale roughness here is 1 to 2 orders of
magnitude larger than the particle-scale roughness and has a periodicity. In the experiment and modeling
of this study, the roughness elements are on tens of centimeters tillage scale, not a hill with big atmosphere
in nature. However, the introduction of this macroscale roughness is especially important to agricultural
practices (e.g., soil tillage) though this study is only a simple lab-scale model. Tillage practices change the
soil surface topology and soil properties, oftentimes resulting in an exposure of soil with high soil moisture
content to the atmosphere and hence an increase in evaporation (the reverse can also occur; Unger &
Cassel, 1991). Some factors such as tillage depth, surface relief, soil type, and evaporative demand can influ-
ence the drying characteristics of the tilled soils (Mwendera & Feyen, 1997). Therefore, the macroscale sur-
face roughness is one of the important factors which should be taken into consideration. Several studies
have shown that soil surface roughness affects water infiltration, water storage in surface depressions,
and water runoff (Guzha, 2004; Lehrsch et al., 1987). Studies of energy transport across the soil surface show
that the surface roughness can alter the reflectance of sunlight from cultivated soils and thus influence the
surface energy balance (Matthias et al., 2000; Potter et al., 1987). Especially, in the case of turbulent atmo-
spheric air flow, the mass and energy exchange process between the subsurface and the atmosphere are
more complex for a wavy surface compared to a flat surface due to the formation of separation and reat-
tachment areas, as well as different boundary layers (Baskaran et al., 1987; Buckles et al., 1984; Cherukat
et al., 1998; Maaß & Schumann, 1996; Perry et al., 1969; Zilker & Hanratty, 1979). Taylor and Gent (1974) men-
tioned that the satisfactory inclusion of topography in atmospheric boundary layer models is a nontrivial
problem. In other words, the macroscale surface roughness can affect each process associated with land-
atmosphere interactions, including radiation, evaporation and drying, saturation distribution, and turbu-
lence (Raupach & Finnigan, 1997). Despite the importance, few mechanistic studies have been conducted
on evaporation from bare soil with macroscale roughness. The above mentioned studies that consider
the relief of natural soil surfaces are either limited to field studies for agricultural purposes (Guzha, 2004;
Lehrsch et al., 1987; Matthias et al., 2000; Mwendera & Feyen, 1997; Potter et al., 1987) or did not consider
the physical processes within the porous media itself (i.e., within the soil; Maaß & Schumann, 1996;
Cherukat et al., 1998; Kruse et al., 2006; Taylor & Gent, 1974; Wagner et al., 2011). Particularly, Haghighi
and Or (2015) studied evaporation from wavy porous surfaces into turbulent free flow at the REV scale.
In this study, they extended the expression of the aerodynamic resistance term that they developed for
flat surfaces, in which the piecewise boundary layer thickness under turbulent air flow over wavy surfaces
was taken into account. They conducted experiments using time domain reflectometry to qualitatively
judge the contribution of valleys and ridges to evaporation based on the soil surface temperature distri-
bution. Combined with a simple data analysis technique, the experimental temperature data were used
to infer evaporation rates, which they then compared with predictions from the modified top boundary
condition equation. This study showed that the mean evaporative flux across the wavy soil surface may
be enhanced or suppressed compared with a similar flat surface. The authors inferred that the enhance-
ment and suppression was due to the boundary layer thickness (thicker with wavy surfaces), the larger
area present in wavy surfaces compared to flat surfaces and flux suppression in the separation flow
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region. However, experimental and numerical results demonstrating this
behavior were not presented as the simple models cannot describe all
the physical processes in evaporation clearly.

The objectives of this study are to (i) develop a coupling free flow and
porous media flow model to describe evaporation from wavy surfaces;
(ii) perform a controlled bench-scale experiment to validate this model;
(iii) improve our understanding of the characteristics of evaporation at
the REV scale; (iv) investigate how and why the macroscale surface rough-
ness influences the evaporation. For simplicity, to represent macroscale
roughness (i.e., wavy surfaces) sinusoidal-type waves are considered. We
emphasize that this study considers tens of centimeters roughness-surface
model on lab scale. The results are based on the length scales of the
experimental and numerical domains which may not truly mimic more
realistic soil-atmosphere continuum scales at tens of thousands of meters
due to heterogeneity.

According to the objectives, this paper is structured as follows: in section 2, we present the theoretical back-
ground and mathematical model to couple the flow and transport processes between the atmosphere and
subsurface; in section 3, the experimental setup is described in detail; the numerical and experimental results
are compared in section 4, first to validate the numerical model. Finally, the characteristics and influential
factors of evaporation from wavy soil surfaces are discussed.

2. Mathematical Model

In this section, we present the mathematical description of heat and mass transfer of atmospheric air flow
over uneven (i.e., wavy) permeable soil surfaces during evaporation. As introduced above, this process can
be described by coupling free flow and porous media flow under nonisothermal conditions based on the
REV-scale assumption.

This work is implemented on a two-dimensional configuration as shown in Figure 1. The width and the height
of the whole system is 0.6 m and 0.3 m, respectively. For simplicity, the soil surface is represented by a simple
sinusoidal line, which divides the system into two subdomains. The lower part is the shallow soil and the
upper part is the free flow close to the soil surface. Wavy surfaces are usually characterized by aspect ratios,
which is defined by 2γ/λ (where 2γ and λ are amplitude and wavelength, respectively). According to the two-
domain approach, the equations in the atmosphere and the soil are defined separately, which are introduced
here in detail.

2.1. Governing Equations for Free Flow

In the free flow, we assume that a single gas phase exists that is composed of two components, dry air and
water vapor. The flow is nonisothermal and incompressible, and gravity is neglected. The fluid flow in the
free-flow domain can be described by Navier-Stokes equation, assuming no thermal or solutal expansion
(Bird et al., 2004):

∇�u ff
g ¼ 0 (1)

ρg
∂u ff

g

∂t
þ ρg u ff

g �∇
� �

u ff
g ¼ ∇� �p ff

g I þ μg ∇u ff
g þ ∇u ff

g

� �T
� �� �

(2)

where the superscript “ff” denotes the free-flow region and the subscript “g” denotes the gas phase. u ff
g (m/s)

andp ff
g (Pa) are the air flow velocity and pressure in the free-flow region; g (m/s2) is the gravity acceleration; I is

the unit matrix; ρg (kg/m
3) and μg (Pa·s) are the density and dynamic viscosity of the moist air, both of which

depend on temperature and the fraction of water vapor in the gas. Their values are updated real time during
calculation.

The component mass balance equation for water vapor in the free-flow region is defined by (Bird et al., 2004):

Figure 1. Two-dimensional configuration (subdomains and boundary condi-
tions) where Cv is the water vapor concentration; T is temperature; u is wind
speed; J is flux for T, u, and Cv; λ is wave length; and γ is half of the wave
amplitude.
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∂ ρgw
ff
v

� �
∂t

þ ∇� ρgw
ff
v u

ff
g

� �
� ∇� D ff

v ∇ ρgw
ff
v

� �h i
¼ 0 (3)

wherew ff
v is the mass fraction of water vapor in the gas phase andD ff

v (m2/s) is the diffusion coefficient in the
free-flow region.

The energy balance equation in the free-flow region is (Kaviany, 2002):

ρgcp;g
� � ∂T ff

∂t
þ ρgcp;g
� �

∇� u ff
g T

ff
� �

� ∇� λg∇T ff
� 	 ¼ 0 (4)

where Tff is the temperature (K), cp,g (J/[kg·K]) is the heat capacity of the moisture air, and λg (W/[m·K]) is the
thermal conductivity of gas mixture.

2.2. Governing Equations for Porous Media Flow

We assume that two phases, gas and water, exist in the porous media, and there are two components in the
gas: water vapor and dry air. The dissolution of air in the water is neglected and these two fluids are immis-
cible. The two-phase flow in the porous media is always described by the generalized form of Darcy’s law on
the REV scale.

The mass balance equations of these two phases are (Bear, 2013):

ϕ
dSw
dpc

∂ ρwpcð Þ
∂t

þ ∇� ρwupmw
� 	 ¼ �f vw

ϕ
dSg
dpc

∂ ρgpc
� �
∂t

þ ∇� ρgu
pm
g

� �
¼ f vw

(5)

where the superscript “pm” denotes the porous media and the subscript “w” denotes the water phase. Si
(i =w, g) is the saturation of i phase,ϕ is the porosity of the porous media, pc is the capillary pressure between
the water and gas, and fvw is the water-gas phase change rate during evaporation, which will be explained in
detail in Appendix A.

The velocity in equation (5) is determined by Darcy’s law:

upmw ¼ �K intkrw
μw

∇ppmw þ ρwg
� 	

upmg ¼ �K intkrg
μg

∇ppmg þ ρgg
� � (6)

where Kint is the intrinsic permeability of the soil; kri (i = w, g) is the relative permeability of i phase. The van
Genuchten model is used for the water retention curve and relative permeability (van Genuchten, 1980); see
Appendix A.

The mass balance equation for the two components in the gas is described by (Bear, 2013)

ϕ
∂ ρgw

pm
v Sg

� �
∂t

þ ∇� ρgw
pm
v upmg

� �
� ∇� Dpm

v ∇ ρgw
pm
v

� �h i
¼ f vw (7)

where Dpm
v is the effective diffusion coefficient in the porous media, which is determined by

Dpm
v ¼ ϕSgτDv (8)

where Dv is the gas phase diffusion coefficient (Campbell, 1985) and τ is the tortuosity of the porous media,
which is estimated according to Millington and Quirk model (Millington & Quirk, 1961).

The governing equation for temperature in the porous media is given by (Whitaker, 1977):

10.1029/2018WR023423Water Resources Research
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ρcp
� 	

eff

∂Tpm

∂t
þ ∇� ρgcp;g

� �
upmg Tpm þ ρwcp;w

� 	
upmw Tpm

h i
� ∇� λeff∇Tpmð Þ ¼ �Lf vw � Qs (9)

with

ρcp
� 	

eff ¼ ϕSwρwcp;w þ ϕSgρgcp;g þ 1� ϕð Þρscp;s (10)

where cp,i is the heat capacity of i phase (i = w, g, s) (J/[kg·K]); λi is the thermal conductivity of i phase (i = w, g,
s) (J/[kg·K]); λeff is the effective thermal conductivity of all the phases including water, gas, and solid grain,
which is defined by (Nield et al., 2006)

λeff ¼ ϕSwλw þ ϕSgλg þ 1� ϕð Þλs (11)

The subscript “s” in equations (10) and (11) denotes the solid phase. Qs and L in equation (9) describe the
energy losses from the soil tank and latent heat during water vaporization (Moradi et al., 2015).

2.3. Coupling Conditions on the Interface

Since different model concepts are used in the free flow and porous media regions, extra interfacial condi-
tions are necessary to couple the two subdomains (Davarzani et al., 2014; Fetzer et al., 2016; Mosthaf &
Baber et al., 2011) based on the assumption of local mechanical, chemical, and thermal equilibrium.

(1). Continuity of total mass flux
Considering there is only a gas phase that exchanges between the free-flow region and the porous media,
the continuity of total mass flux in the normal direction of the interface should be

ρgu
ff
g

� �
�n ff ¼ � ρgu

pm
g

� �
�npm (12)

where n denotes the normal vector of the interface.

(2). Continuity of normal stress
The normal stress at the interface is continuous:

p ff
g I � μg ∇u ff

g þ ∇u ff
g

� �T
� �

þ ρg u ff
g �∇

� �
u ff
g

� �
n ff


 �
�n ff ¼ ppmg (13)

(3). Slip condition of tangential stress
In the tangential direction of the interface, the traditional Beavers-Joseph-Saffman (BJS) condition (Beavers &
Joseph, 1967; Mosthaf, 2014; Mosthaf & Baber et al., 2011) is used to describe the tangential stress jump:

u ff
g þ

ffiffiffiffiffiffiffi
K int

p
αBJ

∇u ff
g þ ∇u ff

g

� �T
� �

n ff

� �
�t ffi ¼ 0; i∈ 1; 2;…; d � 1f g (14)

where tff denotes the tangential vector at the interface, d is the dimension of the modeling system, and αBJ
is the slip coefficient. The value of the slip coefficient depends on the properties of the porous media and
the fluids, as well as the grain size roughness of the interface, which is often empirically determined.
According to Mosthaf (2014), Davarzani et al. (2014), and Huang et al. (2016), the slip coefficient has little
influence on the model output. Thus, we set the slip coefficient to 0.01 for this study. In most studies, the
BJS tangential condition is implemented under the condition that a single fluid phase exists throughout
the whole system and the fluid flows parallel to the permeable porous media surface (Beavers & Joseph,
1967). However, because we assume laminar air flow velocity and the hypothesis that the two-phase
water-gas at the top of the porous media has little influence on the tangential condition, we assume the
BJS is still applicable in our model.

(4). Continuity of temperature and heat flux
Assuming local thermodynamic equilibrium, the temperature and the heat flux at the interface are continu-
ous (Davarzani et al., 2014; Mosthaf, 2014; Mosthaf & Baber et al., 2011):

10.1029/2018WR023423Water Resources Research

GAO ET AL. 9101

 19447973, 2018, 11, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2018W

R
023423 by B

rgm
 D

src/Ist, W
iley O

nline L
ibrary on [06/12/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



T ff ¼ Tpm (15)

ρgcp;g
� �

u ff
g T

ff � λg∇T ff
h i

�n ff ¼ � ρgcp;g
� �

upmg Tpm þ ρwcp;w
� 	

upmw Tpm � λeff∇Tpm
h i

�npm (16)

(5). Continuity of vapor concentration and vapor flux is described by (Mosthaf, 2014; Mosthaf and Baber
et al., 2011):

w ff
v ¼ wpm

v (17)

ρgw
ff
v u

ff
g � D ff

v ∇ ρgw
ff
v

� �h i
�n ff ¼ � ρgw

pm
v upmg � Dpm

v ∇ ρgw
pm
v

� �h i
�npm (18)

A summary of the equations to be solved and their corresponding primary variables is listed in Table 1.

2.4. Boundary Conditions and Initial Conditions

As shown in Figure 1, the left, right, and bottom boundaries of the porous media are closed where Neumann
conditions are applied:

�npm�upmi ¼ 0; i ¼ w;gð Þ (19)

We assume that the center line of the free-flow region has the largest wind speed, which is considered as the
top boundary, thus the following no viscous stress and normal flow conditions should be satisfied, where τ is
the total viscous stress tensor:

u ff
g �n ff ¼ 0

τ� τ�n ff
� 	

n ff ¼ 0; τ ¼ μg ∇u ff
g þ ∇u ff

g

� �T
� �� �

n ff
(20)

The left boundary of the free-flow region is set as the inlet, where a laminar inflow with a constant average
velocity, constant vapor concentration, and temperature are specifically defined. The right boundary of the
free-flow region is the outlet and the manometer pressure is zero.

Initially, the porous media region is saturated with water. The vapor concentration in the free-flow region and
the temperature of the whole system are the same as the inflow boundary. The mathematical model is imple-
mented using COMSOL Multiphysics 5.2a (Comsol, 2016) based on the finite element method. The whole
computation system was discretized with triangular mesh by 13,162 elements (71262DOFs). Local mesh
refinement was applied at the interface due to possible formation of large gradients. An initialization was
set up before the real calculation. The included linear parallel sparse direct solver (PARDISO) was used to
implicitly solve the models.

3. Experimental Setup

To validate the above mathematical model, we designed an experimental system to simulate evaporation
from a wavy soil surface. A series of data, including soil moisture, temperature, and pressure, as well as

Table 1
List of Model Equations and the Primary Variables

Subdomain Equation type Equation number Primary variables

Free-flow subdomain Total mass continuity and Navier-Stokes (1), (2)
u ff
g , p

ff
g

Component mass balance for gas phase (3)
w ff

v

Energy balance (4) Tff

Porous-media subdomain Total mass balance and Darcy’s law (5), (6)
ppmw , ppmg

Component mass balance (7)
wpm

v

Energy balance (9) Tpmf
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ambient relative humidity, temperature, and pressure are collected. This section presents the sand material
properties, experimental apparatus and procedures in detail.

3.1. Sand Properties

A uniform silica sand, Accusand #50/70 (effective sieve number, Unimin Corp., Ottawa, MN) was used for this
experiment. This sand has been widely characterized and used in previous works at the laboratory scale
(Davarzani et al., 2014; Moradi et al., 2015; Sakaki & Illangasekare, 2007). Therefore, the key hydraulic/thermal
properties are known (Table 2) and not used as fitting parameters so that the key physics can be more accu-
rately described. This sand has low organic content and 99.8% quartz content, with a rounded grain shape.
The uniformity coefficient, defined as d60/d10, is approximately 1.2 and the mean grain size d50 is 0.26 mm
(Zhang et al., 2008). The porosity of the packed soil tank is about 0.364, similar to the experiments in
(Forsythe, 2017; Zhang et al., 2008). The capillary pressure (Pc) and water content (θw) relationship was mea-
sured using a small Tempe cell apparatus (Forsythe, 2017). For convenience in numerical modeling, the van
Genuchten model equation (A1) in section A1 was first used to fit the experimental Pc � θw data, and the fit-
ting parameters α and n were obtained. Relevant properties of the porous media are listed in Table 2.

3.2. Development of Experimental Apparatus

A controlled bench-scale laboratory experiment was conducted using a low-velocity open-return wind tunnel
that was interfaced with a 2-D soil tank as shown in Figure 2. The ductwork forming the wind tunnel is made
of galvanized steel and oriented with the 2-D soil tank to channel air flow across the test section. To produce
and control the wind, an in-line fan (Suncourt Pro Model DB6GTP) was connected to a velocity controller and
a damper. The wind speed was continuously measured using a precalibrated pitot static tube (Dwyer
Instruments, Inc.; Model 167–12; Accuracy ±5%) placed at the centerline of the tunnel. The soil tank was con-
structed with acrylic glass with length of 60 cm, height 30 cm, and width 9 cm. Compared with the length and
width, the tank is thin and therefore can be considered as a two-dimensional tank.

As shown in Figure 2, 22 moisture sensors (Decagon Devices Inc., ECH2O EC-5, moisture frequency 70 MHz,
accuracy ±3%) were spaced at 10-cm increments horizontally and 5-cm increments vertically throughout
the tank. Measurements were collected as analog to digital converter counts and then converted to soil
moisture using the two-point α-mixing model (Sakaki et al., 2008). The subsurface temperature was moni-
tored using 14 temperature sensors (Decagon Devices Inc., RT-1, accuracy ±0.5 °C for measurement from 5
to 40 °C). Eleven pressure sensors (Tensiometer, Soilmoisture Equipment Corp., Goleta, CA; pressure transdu-
cer, Omega Engineering, Inc., Stamford, CT, Model PX26 Series, accuracy ±1% psi for the range 0–250 psi,
operating temperature:�40 to 85 °C) were located throughout the tank to measure the pore water pressure.
The moisture, temperature, and pressure sensors were inserted horizontally through the sides of the acrylic

Table 2
Important Porous Media Properties

Porosity Bulk density
Saturated hydraulic

conductivity
Intrinsic

permeability
Residual water

content
Thermal

conductivity
Van Genuchten parameters

(m = 1–1/n)

ϕ ρb
a Ksat

a Kint
a θr

a λdry
a λsat

a αb nb

— g/cm3 m/s m2 — W·m�1·K�1 m�1 —
0.364 1.77 0.00036 3.5 × 10�11 0.005 0.367 3.297 5 7

aChamindu Deepagoda et al. (2016). bForsythe (2017).

Figure 2. Schematic of the experimental system.
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tank tominimize their volume within the tank and hence their effect on the flow processes within the tank. At
the soil surface, there were four sensors distributed uniformly to record the surface relative humidity and
temperature (Decagon Services, Inc., EHT RH/temperature, accuracy ±2% from 5 to 90% RH; ±3% from 90
to 100% RH; temperature accuracy ±0.25 °C). The relative humidity/temperature sensors were placed in con-
tact with the soil grains directly. In addition four VP-4 sensors (Decagon Devices, Inc.; resolution 0.1% RH,
0.1 °C temperature, and 0.01 kPa pressure; accuracy ±5% RH, ± 0.5 °C temperature, ± 0.4 kPa pressure) were
located above the soil surface (two at the inlet of the free-flow region, two at the outlet, see Figure 2) to mea-
sure the atmospheric relative humidity, temperature, and pressure. All the moisture, temperature, and rela-
tive humidity sensors were connected to Em50 series data loggers (Decagon Services, Inc., ECH2O System)
to store the corresponding data hourly.

3.3. Experimental Procedures

The subsurface moisture, temperature, and pressure sensors were tested and calibrated first and then
inserted into the corresponding locations of the soil tank. The tank was then wet-packed with #50/70 silica
sand (Accusand, Unimin Corporation, Ottawa, MN) in incremental 2-cm layers to achieve a uniform bulk den-
sity (Sakaki & Illangasekare, 2007). The soil surface was constructed using a prefabricated metal mold as a
sinusoidal-type wavy shape with a wave amplitude of 5 cm, as shown in Figure 2. We did our best to make
sure the water table was initially at the soil surface. However, because of the wavy shape, a small amount
of water accumulated at the bottom of each wave (i.e., in the valley) which was unavoidable based on the
soil properties. Before starting the experiment, the soil surface was covered with plastic wrap to prevent eva-
poration. The side and the bottom walls of the tank did not allow for fluid flow and the valve at the bottom of
the tank was shut off so that no water was supplied at the bottom boundary. Then, the tank was placed on a
scale (Sartorius Model 11209–95, Range 65 kg, Resolution ±1 g) to continuously monitor the water loss from
the system. The wind tunnel fan was then set to a constant low speed of 0.08 m/s. A low wind speed was
selected to maintain laminar flow conditions (Re ~ = 580), considering the design of the soil tank, the wind
tunnel, and the measurement accuracy of the pitot tube. Thus, turbulence could be neglected. Finally, the
plastic wrap was removed from the soil surface and the experiment was initiated; the experiment was run
for 46 days.

4. Results and Analysis

In this section, the experimental and numerical results are first compared to validate our modeling approach.
This is followed by a discussion of the evaporation behavior at the REV scale and an analysis of several factors
such as atmospheric conditions, soil properties, and surface structure.

4.1. Comparison of Numerical and Experimental Results

Experimental and numerical results are first compared to verify the coupling model presented in section 2.
Experimental data to include the wind speed and temperature in the air flow and the vapor concentration
(determined based on the relative humidity) were used as the boundary conditions in the simulation (see
Table 3). It is important to note that the laboratory central heating system was turned on at day 18 of the
experiment. Therefore, the average ambient temperature increased by ~3 °Kelvin, according to the data.
Thus, the simulation was divided into two sections due to the changes of boundary conditions (see
Table 3). This change influenced the one fitting parameter of the model, b, in the phase change rate expres-
sion. For t ≤ 18 days b was 1.2 × 10�4 s/m2 and for 5.8 × 10�5 s/m2 after 18 days by fitting the cumulative
evaporation data. The corresponding equilibrium time 1/B (The definition of B is shown in section A2.) for
phase change is on the order of magnitude 0 (10�1), which is similar to other transport time scales (e.g., capil-
lary diffusion and heat flow; Halder et al., 2011). It also indicates that nonequilibrium phase change should be
taken into consideration.

Table 3
Average Atmospheric Experimental Data

Time Wind speed (m/s) Temperature (K) Vapor concentration (kg/m3) Pressure (kPa)

t ≤ 18 days 0.08 293.8 0.0064 82.54
t > 18 days 0.08 296.3 0.0036 82.54
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Figure 3 shows the comparison of the simulated and observed cumulative
evaporated mass over time. Generally, there is a good agreement
between the simulated and experimental results with a R2 value of
0.987. The observed soil evaporation curve shows relatively gentle
changes with time and does not present obvious drying stages owing
to the very low wind speed (0.08 m/s) in this experiment. The evaporation
remained in stage I for about 30 days and came to stage II without an
obvious transition period.

Figure 4a shows the time distribution of soil moisture for four measure-
ment depths (7.5, 12.5, 17.5, and 22.5 cm below the soil surface). The
numerical model could predict the evolution of the soil moisture well at
the early times but failed to capture the moisture at later times (i.e., ~
t = 20 days). The R2 values for the depths 7.5, 12.5, 17.5, and 22.5 cm are
0.93, 0.92, 0.92, and 0.92, respectively. Figure 4b compares the observed

and simulated moisture profiles at x = 10 cm (the first moisture sensor column) at three different times
(10, 20, and 35 days). The R2 values for this comparison are 0.99, 0.98, and 0.97 at times t = 10, t = 20, and
t = 35 days, respectively. Figure 4b also indicates that the model cannot give a good prediction of the soil
moisture evolution after 20 days. This could be due to, in part, the change in the bulk density of the soil with
depth that is oftentimes seen in both experiments and field conditions (Assouline, 2006). In addition, the
accuracy of the soil moisture sensors and the local heterogeneity formed during soil packing as discussed in
section 3 could also contribute to this difference. Another consideration is the definition of some of the fluid
properties in the numerical simulations (e.g., density, viscosity, and diffusion coefficient). All these properties
are empirically derived, which could lead to compounding inaccuracies in modeling results. However, the
numerical model performs relatively well.

Figure 5 displays the distribution and location of the moisture sensors used in the experiment. We selected
seven locations labeled as #1, #2, #6, #10, #14, #18, and #19 to investigate the soil moisture dynamics below
the wavy surface with time. The horizontal coordinates of the seven points are x = 10, 10, 20, 30, 40, 50, and
50 cm, respectively. The sensors #2, #6, #10, #14, and #19 are located along the same horizontal plane. The
sensor locations #1, #6, #14, and #18 are 5 cm below the wavy surface; #2 and #19 are 10 cm below the sur-
face; and #10 is 2.5 cm below the surface.

Figure 6a shows the evolution of soil moisture with time (from 0 to 25 days) at four points (#1, #6, #14, and
#18), which are 5 cm below the wavy surface. The experimental curves from the left to the right in Figure 6a
corresponds to the measurement locations #18, #1, #14, and #6. Relatively, sensors #14 and #18 are located
closer to the air intake compared with #6 and #1. The air flows from right to left. The wind slows down
when it flows downward and accelerates when it climbs up. Thus, the viscous boundary layer has the
largest thickness at the valley and the boundary layer thickness should be symmetrical to the vertical center
axis of the soil tank. However, we consider that the vapor is carried from right to the left and accumulates
more at the left. The vapor concentration gradient should be smaller at the uphill. That is why we see that
#18 evaporates faster than #1 and #14, faster than #6. The four points are all located 5 cm below the

Figure 3. Comparison of the simulated and observed cumulative evapora-
tion over time (rhombus marks = the observed data from experiment; dash
line = the simulated results by modeling).

Figure 4. (a) Comparison of subsurfacemoisture evolution with time (rhombusmarks in a = the observed data from experi-
ment; dash line = simulated results by modeling) and (b) moisture profile at x = 10 cm.
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surface. But the water at #1 and #18 evaporates first, although #1 is
farther from the fan compared with #14. One may notice that the moist-
ure recorded by sensor #18 has a quick decrease and then an increase
during the half day of the beginning. This may be due to the local hetero-
geneous distribution of water, water supply from the surrounding soil,
and/or measurement error, since this phenomenon is only seen at
location #18.

Figure 6b shows the evolution of soil moisture with time (from 0 to 20 days)
at points #2 and #10. Sensor #2 is located below the upper downslope sur-
face and #10 is just below the valley, while they are at the same horizontal
line. Clearly, evaporation first happens at #2 although #10 is much close to
the surface. Figure 7 shows the moisture distribution along one horizontal

line where the sensors #2, #6, #10, #14, and #19 are located at 1, 10, and 11 days. Obviously, the soil loses
water at the peaks first (from the two sides to the middle). But the moisture distribution and the evolution
of the distribution are not symmetric to x = 30 cm as explained above. Therefore, Figures 6 and 7 demonstrate
that evaporation from a wavy surface is not the same along the surface and the peaks evaporate prior to the
valleys. Detailed analyses are presented in the later simulated results.

4.2. Typical Evaporation Rate Curve

Figure 8 shows the simulated evaporation rate (solid line) and diffusive flux (dashed line) over time. Although
not shown, the observed evaporation rate showed similar behavior (see section 4.1 for experimental results).
The evaporation rate in Figure 8 was calculated according to the loss of water in the porous media subdo-
main (see Figure 1) by

Lossw;pm ¼ ρw ϕ � θg
� 	

Vpm (21)

where Vpm is the volume of the porous media subdomain.

The dashed line in Figure 8 was calculated based on Fick’s law along the soil surface

E ¼ ∫D∇ ρgwv

� �
dl (22)

whereD is the diffusion coefficient, which equalsDpm
v in the porousmedia andD ff

v in the free-flow region,wv is
the fraction of vapor in gas, and l denotes the length of the soil surface.

The porous media diffusion coefficientDpm
v was used here to obtain the dashed line in Figure 8, representing

the amount of water vapor generated in the porous media that leaves the soil via diffusion per day. The
amount of vapor loss across the surface due to advection was ignored here due to the assumption of
very slow laminar flow.

Figure 5. Schematic of the distribution and location of the moisture sensors.

Figure 6. (a) Evolution of soil moisture with time in the experiment at four points located 5 cm below the wavy surface. The
corresponding marks of these four points are #1, #6, #14, and #18 shown in Figure 5. The horizontal location of these four
points are x = 10, 20, 40, and 50 cm, respectively. (b) Evolution of soil moisture with time at two points, #2 and #10 (Figure 5),
which are located along the same horizontal line. The horizontal location of these two points are x = 10 and 30 cm,
respectively. Points #2 and #10 are 10 and 2.5 cm below the wavy surface, respectively.
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The shape of the evaporation rate curve is controlled by two factors. One is
the continuous capillary water flow, which can provide liquid water to the
vaporization plane where it changes phase and evaporates. The other is
vapor diffusion inside the soil. During stage I, the vaporization plane is at
the soil surface as there is continuous water replenishing the soil surface
due to capillary flow. However, the top part of the porous media gradually
becomes unsaturated. Water vapor moves via diffusion through this unsa-
turated zone and leaves the porous media across the boundary layer to
the atmosphere. During stage I, the effect of water flow due to capillarity
(capillary flow) is much more important than vapor diffusion in the porous
media and the evaporation rate is relatively constant or decreases slowly.
As less and less water reaches the soil surface, the influence of vapor diffu-
sion in the porous media increases gradually. As the influence of diffusion
increases, the evaporation rate decreases sharply; this is usually referred to
as the transition between stages I and II. However, even though the impor-
tance of diffusion increases, during this transition, the capillary flow still
dominates. Theoretically speaking, if we just use Fick’s law in this unsatu-

rated zone to calculate the evaporation, we will underestimate the evaporation rate since continuous capil-
lary flow still plays an important role in this zone (see stage I and transition in Figure 8). Therefore, for stage I,
the evaporation rate can accurately be determined by calculating the water mass loss in the porous media
subdomain (equation (21)) and the solid line in Figure 8. Differently, the vapor moves across the boundary
layer only by diffusion. Thus, Fick’s law can be used for the estimation of evaporation rate during stage I
and the transition stage within the boundary layer only (i.e., not in the porous media).

When evaporation enters stage II, the continuous water flow can no longer reach the soil surface and a dry
zone forms near the soil surface. At the same time, the vaporization plane continues to recede into the porous
media (i.e., moves down). The continuous water arrives at this receding vaporization plane and changes to
vapor. The vapor moves across both the dry zone of the porous media and the boundary layer totally by
diffusion. That is to say, the evaporation rate obtained by Fick’s law in the dry zone equals that in the bound-
ary layer; and both of them are equal to the value calculated by water mass loss in the porous media subdo-
main (see stage II and the solid line in Figure 8). Thus, we can locate the exact time of the onset of stage II,
which is the time when Fick’s law is valid in the porous media to calculate the evaporation rate. Here we
discussed the relationship of the two methods, the loss of water and Fick’s law, to calculate the evaporation
rate at the REV scale (Figure 8). Interested readers can refer to Lehmann et al. (2008) for a similar discussion
but based on pore-scale understanding. Based on these theories, nearly all the different shape evaporation
rate curves influenced by various factors can be explained and understood.

Davarzani et al. (2014) simulated cumulative evaporation under different wind speeds, atmospheric vapor
concentrations, permeability, etc. for a flat soil surface. Mosthaf et al. (2014) also studied the influence of per-
meability, van Genuchten parameters, etc. on the evaporation rate behavior for flat surfaces. They concluded

that larger wind speeds and lower vapor concentrations result in higher
evaporation rates in stage I and a shorter transition to stage II; changing
permeability does not change the evaporation in stage I significantly
but increasing permeability increases the transition; a lower van
Genuchten parameter n leads to a prolonged stage 1. However, they did
not explain the characteristics and mechanisms of the evaporation curves
for different factors during both stages of evaporation. Because both
cumulative evaporation and evaporation rate are comprehensive con-
cepts based on the REV assumption, some local characteristics and the
value of cumulative evaporation as well as evaporation rate may be dis-
tinct for different surface configurations. But compared with a flat surface,
similar influences of the atmospheric conditions and soil properties on the
evaporation rate (or cumulative evaporation) can be seen in the case of
wavy surfaces. Therefore, in the following two sections, only some repre-
sentative factors are discussed in order to provide the reader a clearer

Figure 7. The experimental moisture distribution along one horizontal line
where the sensors #2, #6, #10, #14, and #19 are located at t = 1, 10, and
11 days. The horizontal location of these five sensors are x = 10, 20, 30, 40,
and 50 cm, respectively. Sensors #2 and #19 are 10 cm below the wavy sur-
face; sensors #6 and #14 are 5 cm below the wavy surface; and sensor #10 is
2.5 cm below the wavy surface.

Figure 8. Typical evaporation rate curve by coupling model.
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understanding of how and why these factors respond during the entire evaporation process. The particular
differences due to the surface configuration will be analyzed in detail in section 4.5. The analyses in the
following three sections are all based on numerical modeling results.

4.3. Effects of Atmospheric Conditions

Atmospheric conditions to include wind speed, relative humidity, and temperature provide the necessary
external conditions for the entire evaporation system. Conceivably, they may affect evaporation directly
through changing the characteristics of the boundary layer, which connects the atmosphere and the soil.

Figure 9a shows the evaporation rate under different ambient air flowwind speeds of 0.05, 0.10, and 0.15m/s;
Figure 9b shows the evaporation rate under different ambient vapor concentrations of 0.003, 0.006, and
0.012 kg/m3. The vapor concentrations were selected based on the corresponding ambient relative humidity
of 17.4%, 34.7%, and 69.4% under 20 °C.

From the discussion in section 4.2, we know that the capillary flow provides water to the surface and domi-
nates during stage I; the evaporation rate is decided by the vapor diffusion in the boundary layer. The bound-
ary layer for a flat surface can be defined as a function of wind speed according to the definition

δm ¼ 5

ffiffiffiffiffiffiffiffiffiffiffi
μgx

ρgU∞

s
(23)

where U∞ is the average atmospheric wind speed in the free-flow region and x is the abscissa value. As the
wind speed decreases, the thickness of the boundary layer for a flat surface increases. This trend is assumed
to be the same in the case of wavy surfaces. Under low wind speeds, the application of Fick’s law inside the
boundary layer will result in a lower evaporation rate than at high wind speeds. In addition, the water content
near the soil surface and the vapor concentration gradient within the boundary layer will change slowly.
Thus, stage I will be relatively long, as shown in Figure 9. Figure 10 depicts the distribution of the surface
water saturation at t = 1 day. Different from the water saturation along the flat surface, the water evaporates
first at the ridges. The increasing wind speed requires higher demand of evaporation, which also results in
lower soil surface moisture. Combined with the consideration of the thinner boundary layer, one can infer
that the local diffusive flux at the ridges should be larger than that of the valley at least at the beginning
of the evaporation. It will be discussed in detail in the later section.

Similarly, under low ambient vapor concentrations (e.g., Cv = 0.003 kg/m3), the difference of vapor concen-
tration between the porous media and the free flow is large, and the corresponding gradient within the
boundary layer is high. Thus, during stage I when the evaporation rate is decided by the vapor diffusion
in the boundary layer, the evaporation rate will be higher for a lower ambient vapor concentration.
However, both wind speed and ambient vapor concentration are external influential factors which have
no impact on the total evaporative mass over time. Higher evaporation rates at the early stage then result
in smaller evaporation rates at later stages. Thus, one can see that the curves in both Figures 9a and 9b cross
at some day and finally converge to zero.

Figure 9. (a) Impact of air flow velocity (wind speed) on evaporation rate (Cv,inlet = 0.006 kg/m3, Tinlet = 293.15 K,
K = 1E�10 m2, ϕ = 0.312, α = 8, n = 5, AR = 1/6). (b) Effect of ambient vapor concentration on evaporation rate (ug,
inlet = 0.10 m/s, Tinlet = 293.15 K, K = 1E�10 m2, ϕ = 0.312, α = 8, n = 5, AR = 1/6).
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In summary, the ambient conditions (e.g., wind speed and vapor concen-
tration) affect the behavior of the boundary layer directly, which further
affect the evaporation rate during stage I when vapor diffusion occurs in
the boundary layer but not the long-term evaporative mass over time.
This also demonstrates our conjecture mentioned above.

4.4. Effects of Soil Properties

Phase change from liquid water to water vapor occurs at the vaporization
plane within the porous media. The soil properties, like permeability,
porosity, and soil-water retention, are the internal or intrinsic conditions
controlling the evaporation. They affect evaporation by influencing the
capillary flow and thus influencing the vapor concentration at the soil
surface. In this section, we show the influence of the intrinsic permeability
and the van Genuchten parameter n, as examples of the effects of soil
properties on evaporation.

Figure 11a presents the evaporation rate for different permeability porous media, assuming other properties
of the porous media remain constant. The basic theory is still that the capillary flow dominates during stage I
and the evaporation rate is decided by the vapor diffusion in the boundary layer. At early stage I, since the
surface moisture is high and the vapor concentration gradient inside the boundary layer is relatively stable,
permeability has little influence. Permeability is an intrinsic property of the porous media, representing the
ability of fluid to flow though the porous media; high permeability correlates with higher capillary flow
and hence more water moving to the vaporization plane with time. Therefore, media with a high permeabil-
ity will have longer stage I evaporation. For low-permeability media, the unsaturated or dry zone will emerge
early, resulting in the early appearance of stage II. Since the ability of the capillary flowmay vanish early in the
large-permeability porous media, its influence, though also small, lasts relatively long in the low-permeability
porous media. Therefore, from Figure 11a we can see that at late stage II, the evaporation rate of the porous
media with higher permeability may be slightly lower.

Figure 11b demonstrates the influence of the van Genuchten parameter, n on the evaporation rate. This para-
meter affects both the air entry value (a large n correlates to a high air entry value) and the shape of the soil-
water retention curve, especially during water drainage. Again, capillary flow dominates during stage I, and
the evaporation rate is decided by the vapor diffusion in the boundary layer. First, for a soil with a high n
value, more effort is needed for the atmospheric air to overcome the soil resistances, mainly those fromwater
gravity and hence enter the porous media and displace the water at the vaporization plane. In other words, it
is relatively difficult to keep the surface water content at a high value by capillary flow after the surface water
evaporates. Thus, the high n value lowers both the vapor concentration at the surface and the vapor concen-
tration gradient in the boundary layer, leading to a lower evaporation rate than that for a small n value. After
air eventually enters the porous media, water drainage is easier for large-n material. Capillary flow plays a
more important role but will not last long, increasing the evaporation process and resulting in a shorter stage
I and faster transition to stage II.

Figure 10. Water saturation distribution at the surface during stage I
(t = 1 day) under different air flow velocities (Cv,inlet = 0.006 kg/m3,
Tinlet = 293.15 K, K = 1E�10 m2, ϕ = 0.312, α = 8, n = 5, AR = 1/6).

Figure 11. (a) Effect of intrinsic permeability on evaporation rate (ug,inlet = 0.10m/s, Cv,inlet = 0.006 kg/m3, Tinlet = 293.15 K,
ϕ = 0.312, α = 8, n = 5, AR = 1/6). (b) Effect of van Genuchten parameter n on evaporation rate (ug,inlet = 0.10 m/s, Cv,
inlet = 0.006 kg/m3, Tinlet = 293.15 K, K = 1E�10 m2, ϕ = 0.312, α = 8, AR = 1/6).
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Unlike the atmospheric conditions which affect the boundary layer directly, the soil properties have a direct
influence on the continuous capillary flow. The capillary flow determines the volume of water moving to the
vaporization plane and how much vapor exists at the surface, which is related with the vapor concentration
gradient (vapor diffusion) in the boundary layer.

4.5. Effects of Macroscale Roughness

The effects of atmospheric conditions and soil properties on the evaporation from wavy surfaces are dis-
cussed in the last two sections. The author also ran simulations to test their effects in the case of flat surface
and found that the curves present similar trend but not the same value due to themacroscale roughness. This
section focuses on the wavy surfaces and make clear the influences and the corresponding mechanisms.

The two main factors that may affect the macroscale roughness are the number of surface waves and their
aspect ratio. The former denotes the soil surface undulations, while the latter represents the undulation
steepness. The aspect ratio is defined by (Haghighi & Or, 2015)

AR ¼ 2γ=λ (24)

where γ and λ are the amplitude and length of the wavy surface, respectively.

The comparison of evaporation rate under different aspect ratios and number of surface waves is shown in
Figures 12a and 12b, respectively. Both increasing the number of surface waves and aspect ratio will increase
the area of the vaporization plane in stage I, which provides better opportunity for the contribution of capil-
lary flow. In the case of more waves (Figure 11), the evaporation rate is larger and sustained longer in stage I.
However, as previously mentioned, since the total amount of water for evaporation is determined by the
intrinsic properties of the porous media, a higher evaporation rate in stage I results in a lower evaporation

rate in stage II. Capillary flow contributes more to stage I evaporation when
there are more waves, leading to a shorter transition to stage II due to the
limitation of capillary flow and the increasing contribution from vapor dif-
fusion inside the porous media.

Similarly, high aspect ratios also result in a large influence of capillary flow.
However, the aspect ratio may also influence the vapor diffusion in the
boundary layer, which decides the evaporation rate. Figure 13 shows the
distribution of vapor concentration in the free-flow region and water
saturation in the porous media at t = 40 days. The arrows represent the
gas flow direction, and the size of the arrow is proportional to the magni-
tude of the velocity. Clearly, the vapor accumulates in the valley.
Additionally, the near-surface vapor concentration inside the valley
increases as the atmospheric air flows from left to the right as shown in
Figure 14a. The convex parts correspond to the vapor concentration in
the valleys. As what has been mentioned in section 4.1, the distribution
of the vapor along the surface is partially due to the surface wind speed
distribution. From left to right, the wind slows down when it flows

Figure 12. (a) Effect of wave numbers on evaporation rate (ug,inlet = 0.10 m/s, Cv,inlet = 0.006 kg/m3, Tinlet = 293.15 K,
K = 1E�10 m2, ϕ = 0.312, α = 8, n = 5). (b) Effect of aspect ratio (AR) on evaporation rate (ug,inlet = 0.10 m/s, Cv,
inlet = 0.006 kg/m3, Tinlet = 293.15 K, K = 1E�10 m2, ϕ = 0.312, α = 8, n = 5, 3 waves).

Figure 13. Distribution of vapor concentration (kg/m3) in the free-flow
region and saturation in the porous media (AR = 1/4, the arrows show the
gas flows direction and the size of the arrows is proportional to the gas
velocity. Separate scales of the arrows are used in free-flow region and por-
ous media).
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downward and accelerates when it climbs up. The boundary layer has the largest thickness at the valley
within a wavy element. Considering the accumulation of vapor along the surface, the vapor concentration
gradient should be smaller at the uphill in a wavy element and becomes increasingly smaller at the later
wavy elements (see Figures 13 and 14b). Increasing the aspect ratio will also increase the accumulation of
vapor in the valley, resulting in a thicker boundary layer or lower vapor concentration gradient at the soil
surface. This is demonstrated by the comparison of the vapor concentration gradient at the soil surface
with aspect ratio (AR) of 1/6 and 1/4 at t = 20 days shown in Figure 14b. Therefore, under the reverse
effects of capillary flow and vapor diffusion in the boundary layer, the evaporation rate from a large-aspect
ratio surface is smaller in stage I, as shown in Figure 12b. If the aspect ratio is infinitely small, the wavy
surface reduces to a flat surface. Compared with a wavy surface, the boundary layer of a flat surface is
thinner and thus the evaporation rate is larger during stage I as determined by the vapor diffusion in the
boundary layer. Likewise, when the influence of capillary flow starts to decline, vapor diffusion in the
porous media begins to dominate and the evaporation comes to stage II after a faster decrease during the
transition. The higher evaporation rate in stage I leads to faster drop in the transition and lower
evaporation rate in stage II. When the vapor diffusion in the porous media becomes a dominant factor
during stage II, the vaporization plane has receded downward, which indicates no water can reach the soil
surface. Thus, the vapor diffusion across the boundary layer or the vapor concentration gradient at the soil
surface will have little influence for different aspect ratios, especially at the surface peaks, due to the
higher priority of losing the influence of capillary flow. The comparison of the vapor concentration
gradient at the surface with the aspect ratios (AR) of 1/6 and 1/4 at 70 days as shown in Figure 14b
indicates this explanation. Figure 12b shows that the 70 days is approximately the end of the transition.
We can also see from Figure 14a that at the 70 days, there is still a difference in the vapor concentration
between the peaks and valleys of the soil surface. In other words, capillary flow still affects the valleys. This
is why the vapor concentration gradients at the valleys are different between the 1/6-AR and 1/4-AR
surfaces. Further, one may infer that when the capillary flow loses its influence in the porous media on
evaporation, the vapor concentration gradient curve for different aspect ratios becomes constant
(approximately a horizontal line). Complementarily speaking, although we could compare the evaporation
from wavy and flat soil surface by adjusting AR in the simulation, the comparison is not that meaningful in
this study. One of the reasons why we focus on wavy surfaces is that it can be considered as a flat surface
with simplified permeable obstacles. The substantial mechanisms controlling wavy- and flat-surface
evaporation are the same. The only difference stems from the roughness (namely simplified permeable
obstacles), which is discussed in this section in detail.

Figure 14b shows the changes in the vapor concentration gradient along a wavy soil surface with different
aspect ratios at 20 and 70 days, demonstrating the nonhorizontal distribution of the evaporative flux along
the wavy surface (see Figure 15). For the whole system, since the vapor accumulates in the posterior val-
leys (see Figures 13 and 14a) resulting in a relatively small vapor concentration gradient, evaporation
weakens from inlet to outlet (left to right) and decreases integrally over time. Within one wavy element,
the ridge contributes more to the evaporation first when the capillary flow is available at the ridge. It leads
to the water lost first at the ridges, which has been shown in Figure 10. Due to less and less continuous
water available at the ridges, the vapor concentration gradient decreases, resulting in lower local evapora-
tive flux. As the capillary flow vanishes at the ridge and still exists at the valley, the valley contributes more

Figure 14. (a) Vapor concentration along soil surface with AR of 1/6 and 1/4 at t = 20 and 70 days. (b) Normal vapor con-
centration gradient along soil surface with AR of 1/6 and 1/4 at t = 20 and 70 days. AR = aspect ratio.
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to evaporation while vapor diffusion dominates at the ridge of the
porous media, contributing less although the concentration boundary
layer at the valley is thicker than that of the ridge. As capillary flow loses
its influence gradually and the evaporation from the whole system is
dominated by vapor diffusion in the porous media, the difference of
the evaporation between the wavy elements becomes small. The
evaporation comes to stage II.

In summary, the influence of the surface structure is relatively complex,
since it is related to both the capillary flow and the boundary layer. More
waves and steeper waves indicate more influence from capillary flow,
enhancing evaporation; while steeper waves also results in a thicker
boundary layer and weakens evaporation. Especially, in the case where a
generalized top boundary condition consisting of resistance terms is used
for the estimation of the evaporation rate from an irregular surface, how to
quantify the boundary layer remains an open question.

5. Conclusions

With the goal of coupling free flow and porous media flow to describe evaporation from wavy soil surfaces,
we developed a numerical model that describes mass and energy transport processes in and between the
subsurface and the atmosphere. The model consists of fluid flow, component and energy equations. What
makes this model unique compared with more commonly used evaporation models is that all of the equa-
tions are separately defined in both the subsurface and the atmosphere and coupled at the domain interface.
To validate the numerical results, we designed a benchmark lab experimental system to simulate evaporation
from a wavy soil surface.

At the REV scale, the evaporation stages and the shape of evaporation rate curve is controlled by continuous
capillary flow and vapor diffusion within the porous media and across the boundary layer. In theory, the eva-
poration rate equals the total vapor diffusion in the boundary layer during all evaporation stages. Based on
this theory, the influence of atmospheric conditions, soil properties, and macroscale surface roughness on
the trend of the evaporation rate curve were discussed. Ambient conditions (e.g., wind speed and tempera-
ture) affect the evaporation rate by directly affecting vapor diffusion across the boundary layer. The soil prop-
erties directly affect the continuous capillary flow which then influence the vapor concentration gradient in
the boundary layer. The macroscale surface roughness directly affects both the capillary flow and vapor dif-
fusion in the boundary layer. The two main parameters that determine the surface structure, surface waves,
and aspect ratio, have reverse effects on the evaporation. Increasing the number of surface waves exposes
more area (i.e., larger vaporization plane), which allows capillary flow to contribute more during evaporation
stage I, resulting in a larger evaporation rate. Although a higher aspect ratio should lead to the same effect, it
thickens the boundary layer and changes the vapor diffusion in the boundary layer as well, resulting in a
reverse effect compared with the case of more waves. Particularly, the wavy surface reduces to a flat surface
when the aspect ratio is infinitely small. Compared with the relatively constant evaporative flux at a flat soil
surface, the flux from a wavy surface changes with surface structure, which is also controlled by both capillary
flow and the boundary layer.

This study assumes that the air flow in the atmosphere is laminar; however, turbulent flow is more com-
mon in nature and easily emerges near wavy surfaces. Therefore, on-going work will incorporate turbu-
lence into the coupled numerical model. Additionally, the laboratory experiment presented herein
targets mechanism study and model validation. Considering the application of this experiment in the field
or at least within a lysimeter-controlled area, several factors should be taken into account. The first is the
definition of a roughness size. The influence of aggregate roughness at the soil surface should be distin-
guished from the macroscale roughness defined in this paper. Second, in field experiments, natural wind
speed cannot be controlled. Turbulent and laminar air flow from random directions may appear alter-
nately, and the soil surface may move when exposed to strong wind conditions. Finally, because of the
complexity of natural conditions, added factors would need to be incorporated into the model to account
for, as an example, solar radiation, precipitation, and runoff. We expect that this study as well as the

Figure 15. Diffusive flux along soil surface with three waves at t = 20, 30, 60,
80, 110, and 160 days; AR = 1/6.
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planned follow-on work, however, is useful to improving models for evaporation prediction on the
engineering scale.

Appendix A

A1. Van Genuchten Model

The van Genuchten model (Van Genuchten, 1980) used in this study to describe the relationship between
capillary pressure and water saturation:

Sew ¼ 1þ α pc=ρwgj jð Þn½ ��m
; pc > 0

1 ; pc≤0

(
(A1)

where Sew is the normalized water saturation defined by Sew = (Sw-Srw)/(1-Swr-Srg), Srw and Srg are residual
saturation of water and gas, respectively, and α and n are van Genuchten fitting parameters (m = 1–1/n).

The van Genuchten-Mualem model (Van Genuchten, 1980) used to describe the relative permeability of
water and gas:

krw ¼ Slew 1� 1� S1=mew

� �mh i2
krg ¼ 1� Sewð Þl 1� S1=mew

� 	2m (A2)

where l is van Genuchten fitting parameter.

A2. Phase Change Rate

The phase change between the liquid water and water vapor can be defined by a local equilibrium assump-
tion or by considering the nonequilibrium behavior. In hydrologic studies, it is commonly assumed that the
water vapor concentration in the air is always in equilibrium with liquid water in the pores. Under this
assumption, the phase exchange happens within a negligible time interval. There are also several studies that
demonstrated the importance of considering nonequilibrium phase change in modeling efforts of evapora-
tion (Armstrong et al., 1994; Benet & Jouanna, 1982; Smits et al., 2011).

Halder et al. (2011) discussed the equilibrium and nonequilibrium formulation of phase change in detail.
Under the equilibrium assumption, the vapor pressure is always equal to the equilibrium vapor pressure at
a given temperature and moisture condition. We can calculate the equilibrium vapor pressure based on
Kelvin’s equation and then the vapor concentration according to Henry’s law. Thus, the phase change rate,
fvw, comes out of the solution since all the terms on the left-hand side of the component mass balance equa-
tion (equation (7)) are known (Halder et al., 2011). In other words, this source term is implicit under the equi-
librium assumption, which is difficult to incorporate in the numerical calculation. On the other hand, when we
consider nonequilibrium, there is a time interval, Δt, for the system to reach equilibrium after phase change
(i.e., evaporation or condensation). A commonly used nonequilibrium phase change rate term is defined by
(Bixler, 1985; Smits et al., 2011):

f vw ¼ bϕ Sw � Srwð ÞRT
Mw

ρv;eq � ρv
� �

(A3)

where b is a fitting parameter, R is the universal gas constant (8.314 J·mol�1·K�1), Mw is molecular mass (kg/
mol), ρv,eq is the density of vapor at equilibrium (kg/m3), and ρv is the vapor density at any condition (kg/m3).
The vapor density at equilibrium is defined by

ρv;eq ¼ ρv;s exp
Mwpc
ρwRT

� �
(A4)

according to Kelvin’s equation, where ρv,s is the saturated vapor density (kg/m3). The saturated vapor density
is estimated empirically (Campbell, 1985):
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ρv;s ¼
exp 31:37� 6014:79T�1 � 7:92�10�3T

� 	
T

�10�3 (A5)

Clearly, this results in an explicit source term representing liquid-gas phase change rate in the mass balance
equation, see equations (5) and (7). According to Halder et al. (2011), the equilibrium time is around 10�6 s for
a 1-μm distance assuming only pure molecular diffusion exists. In other words, it is meaningless to introduce
nonequilibrium phase change if all the transport time scales are much more than the equilibrium time at the
same length scale. However, the nonequilibrium phenomenon cannot be ignored if the pore size is equal to
or less than 0.1 mm. Therefore, in our simulation where the pore size is approximately 10�1 mm, it is neces-
sary to take the nonequilibrium phase change into consideration. The integrated constant coefficient in
equation (A3), B = bRT/Mw, denotes the reciprocal of the equilibrium time. As the fitting parameter b becomes
infinitely large, the nonequilibrium phase change term will reduce to an equilibrium state.

Notation

Csurf Surface vapor concentration (kg/m3).
C∞ Atmospheric vapor concentration (kg/m3).
Dv Vapor diffusivity coefficient (m2/s).
E Evaporation rate (kg/[m·day]).

Etot Cumulative evaporation (kg/m).
Kint Intrinsic permeability (m2).
Ksat Saturated hydraulic conductivity (m/s).

L Latent heat of water vaporization (J/kg).
Mw Molecular weight of water (kg/mol).
P A parameter associated with pore radius (m).
Qs Energy losses from the soil tank (W/m3).
R Universal gas constant (J/[mol·K]).

RBL Boundary layer resistance (s/m).
Rsv Soil resistance (s/m).
Si Saturation (i = w,g).

Sew Effective water saturation.
T Temperature (K).

U∞ Atmospheric air flow velocity (m/s).
B Reciprocal of equilibrium time for phase change (1/s).
b Fitting coefficient (s/m2).

cp,i Heat capacity (i = w,g,s) (J/[kg·K]).
fvw Phase change rate (kg/[m3·s]).
kri Relative permeability (i = w,g).

l, m, n Van Genuchten parameter.
pi Pressure (i = w,g) (Pa).
pc Capillary pressure (Pa).
p∞ Atmospheric gas pressure (Pa).
ps Surface gas pressure (Pa).
rp Pore radius (m).
t Time (s).
ui Velocity (i = w,g) (m/s).
wv Mass fraction of vapor in gas.
n Normal vector.
t Tangential vector.

Greek letter

α Van Genuchten parameter.
αBJ Slip coefficient at the interface.
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β A constant reconciling units.
λi Thermal conductivity (i = w,g,s) (W/[m·K]).
ϕ Porosity.
τ Tortuosity.
μi Viscosity (i = w,g) (Pa·s).
δm Boundary layer thickness (m).
ρi Density (i = w,g,s) (kg/m3).

ρv,s Saturated vapor density (kg/m3).
ρv,eq Equilibrium vapor density (kg/m3).
θsurf Surface water content.
θr Residual water content.

Θsurf Effective surface water content.
υ A parameter related with flow path geometry and connectivity.

Superscript

ff Free-flow region.
pm Porous media.

Subscript

w Water.
v Water vapor.
g Gas.
s Solid.
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