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a b s t r a c t

As sea-level rises, the frequency of coastal marine flooding events is changing. For accurate assessments,
several other factors must be considered as well, such as the variability of sea-level rise and storm surge
patterns. Here, a global sensitivity analysis is used to provide quantitative insight into the relative
importance of contributing uncertainties over the coming decades. The method is applied on an urban
low-lying coastal site located in the north-western Mediterranean, where the yearly probability of
damaging flooding could grow drastically after 2050 if sea-level rise follows IPCC projections. Storm
surge propagation processes, then sea-level variability, and, later, global sea-level rise scenarios become
successively important source of uncertainties over the 21st century. This defines research priorities that
depend on the target period of interest. On the long term, scenarios RCP 6.0 and 8.0 challenge local
capacities of adaptation for the considered site.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Among all adverse consequences of sea-level rise, a most im-
mediate should be more frequent marine flooding of low lying
coastal areas (Nicholls and Cazenave, 2010). This major change of
coastal environmental conditions is possibly already taking place,
as extreme water heights have globally risen as much as mean sea-
levels (Men�endez and Woodworth, 2010; Woodworth et al., 2011;
Weisse et al., 2012). As many coastal zones are already densely
populated and urbanised, several studies have attempted to
quantify future flood hazards (Fortunato et al., 2013) or risks
(Hanson et al., 2011; Hallegatte et al., 2013). These studies have
proven useful for demonstrating that future coastal flooding haz-
ards need to be anticipated.
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However, sea-level impact studies have uncertainties. Part of
these originate from global sea-level rise scenarios, their regional
variability, and their interactions with solid earth deformation
processes (Church et al., 2013a; Nicholls et al., 2014; Slangen et al.,
2014). Other are related to oceanographic processes underpinning
extreme events and coastal geomorphic changes (Fig. 1; Stockdon
et al., 2006; Wong et al., 2014; Cazenave and Le Cozannet, 2014;
Bilskie et al., 2014). In addition, local vertical ground motions may
aggravate or moderate sea-level changes at the coast (Santamaria-
Gomez et al., 2012). While they are often poorly known, slight
changes in their evaluation can lead to large modifications in future
flood losses assessments (Woppelmann et al., 2013).

Several options are available to reduce these uncertainties. For
example, accurate information on storm surges or vertical ground
motions can be obtained, but at the cost of complex geophysical
investigations and oceanographic studies (e.g. Brooks et al., 2007;
Muller et al., 2014; Le Roy et al., 2014; Bulteau et al., 2015).
Hence, the desire to maximize the social impact of future applied
nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1. Schematic synthesis of the main hydrodynamic processes involved during a
storm, on an open coast unaffected by estuarine waters. Other important factors that
evolve over decades are shown in grey boxes.

Table 1
Overview representative concentration pathways and likelihood to meet the 2� C
target, as established by IPCC. The 2� C target corresponds to a rise of temperatures
in 2100 with respect to the pre-industrial era.

Scenario Likelihood to exceed the 2� C target (from IPCC)

RCP 2.6 unlikely (medium confidence)
RCP 4.5 more likely than not (medium confidence)
RCP 6.0 likely (high confidence)
RCP 8.5 likely (high confidence)
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research raises the following questions: what is the relative
importance of each source of uncertainty in the final flooding
projections? Which sources of uncertainty need to be considered?
Conversely, canwe neglect the variability of some input parameters
without affecting significantly future coastal risk assessments?

Amethod which is especially suitable to answer these questions
is the variance-based global sensitivity analysis (Sobol', 2001;
Saltelli et al., 2008; Norton, 2015). Given a model with uncertain
input parameters, this approach quantitatively assesses the
contribution of each uncertain model input on the variability of
their output. Contrary to the “One-factor-At-a-Time” (OAT) tech-
nique, variance-based global sensitivity analysis (GSA) consider
that all uncertain input parameters can vary together (i.e., in a
global manner). Hence, GSA allows to identify which sources of
uncertainty contribute the most to the output variability and which
input parameters are insignificant and can be eliminated (Saltelli
and Annoni, 2010). Unlike OAT, GSA explicitly quantifies how in-
teractions between input factors affect the variability of the final
results, and no a-priori assumption needs to be done on the
structure of the mathematical model of interest (Saltelli, 2004).

While variance-based sensitivity analysis is not new, there are
surprisingly few applications, whether in the field of future coastal
changes (see Chu-Agor et al. (2011) for an application to wetland
ecology) or in the wider domain of climate change impacts un-
certainty (Saltelli and D'Hombres, 2010; Anderson et al., 2014).
Instead, coastal impact studies have rather evaluated the un-
certainties by considering a few possible values of the input pa-
rameters independently (OAT technique), and often focused on the
climate-driven part of uncertainties only. In such cases, only a part
of the model outcome variability is considered, and the actual
ranking of the relative importance of uncertainties is difficult
(Saltelli, 2004; Norton, 2015). Furthermore, few studies incorporate
probabilistic sea-level scenarios in impact assessments, which can
lead to underestimations of potential impacts (Purvis et al., 2008).
Finally, the temporal evolution of sea-level rise is rarely addressed.
This raises difficulties as recommended approaches toward adap-
tation require input information on the temporal dynamics of
future changes (e.g., Lempert and Schlesinger, 2000; Hallegatte,
2009).

To summarize, there is a need for probabilistic information on
future coastal flooding occurrence, using objective and robust
measures of the uncertainties importance, and addressing the
temporal dimension of expected changes. This paper sets up a
model evaluating how the probability of extreme marine flooding
evolves over the time under different sea-level rise scenarios. We
use the sea-level rise scenarios provided by IPCC (Church et al.,
2013b) for different representative concentration pathways (RCP;
see Table 1). Themodel is designed to be easily applicable for awide
range of coastal sites, including those where little is known
regarding local coastal processes. The contribution of each source of
uncertainty and its evolution over time is evaluated by means of a
global sensitivity analysis (section 2). We apply the approach to a
local low-lying coastal urban area exposed to storm surge and
waves in the north-western Mediterranean and evaluate the rela-
tive importance of each source of uncertainty in order to define
priorities for future applied research for this site (section 3). Finally,
we discuss the usefulness and limitations of our approach for un-
derstanding uncertainties on coastal climate change impacts, and
examine the implication of our results for adaptation and mitiga-
tion of climate change (section 4).
2. Method

2.1. Marine flooding in urban environment

Marine flooding generally occurs during extreme events
induced by hydro-meteorological storms. During such storms, the
water level can rise above the predicted tide due to (Fig. 1): (1)
reduced atmospheric pressures (inverse barometric effect), (2)
strong winds, possibly leading to accumulation of water in shallow
areas (wind set-up), and (3) a rise of sea-level due to wave breaking
(wave set-up). Importantly, wave set-up is different from the
instantaneous effect of each individual wave, which cumulates
with the previous effects to reach an altitude called run-up. The
wave set-up may reach up to several tens of centimetres, depend-
ing on offshore waves patterns and coastal submarine slopes
(Stockdon et al., 2006). Hence, the actual water-level heights at the
coast can be highly sensitive to changes in the near-shore coastal
bathymetry induced by sediment transport processes. When rele-
vant, other effects such as the influence of an estuary or sea-level
seasonal or inter-annual variability must be taken into account
for accurate coastal flooding assessment.

Marine flooding may involve processes such as storm-induced
sediment transport and breaching of coastal dunes. However, in
coastal urban environments, damaging marine flooding often oc-
curs as soon as the highest water levels or waves exceed a critical
threshold (hthreshold), corresponding to the height of coastal de-
fences or low walls (Idier et al., 2013b). Here, we consider the sit-
uationwhere coastal flooding becomes especially damaging, that is,
when mean water levels (and not only the run-up induced by
highest waves) exceed this critical level and cause rapid rise of
water level behind coastal defences (Andr�e, 2013). Therefore, under
the present day's conditions and at a given location x, damaging
marine flooding occurs as soon as:

hthresholdðxÞ<hpredðxÞ þ xbarðxÞ þ xwindðxÞ þ xwavesðxÞ (1)

where hpred is the altitude corresponding to the predicted tide and
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xbar, xwind and xwaves are the additional water levels resulting from
barometric and wind effects and the wave set-up. In coastal sites
exposed to waves and unaffected by estuaries, this approach pro-
vides a good approximation of observed water levels.

Let us now consider marine flooding in the future. Other terms
that modify relative mean sea-level (i.e. with respect to the coast)
must be considered. This includes: (1) the rise of global sea-level
induced by future climate change (hereafter: dhgslr), regional de-
viations to the global mean (dhrslr), and local groundmotions (dhgm).
More details on these processes are provided in section 3.2 and a
comprehensive review is provided in Church et al. (2013a). Hence,
Equation (1) becomes:

hthresholdðx; tÞ<hpredðx; tÞ þ xbarðx; tÞ þ xwindðx; tÞ þ xwavesðx; tÞþ
dhgslr

�
t; srcp; zmaxðtÞ

�þ dhrslrðx; tÞ þ dhgmðx; tÞ
(2)

All these terms can change in the next decades to centuries:
mean and extreme sea-level pressures, winds or waves (hence, xbar,
xwind and xwaves) can be affected by a changing climate (Wong et al.,
2014; Hemer et al., 2013). Sedimentary changes induced by natural
processes, anthropogenic actions or climate change can also affect
bathymetric slopes, and, therefore, xwaves. Therefore, all terms in
Equation (2) are not only function of the position (x), but also of the
time (t). As a first approximation, we consider that only global sea-
level rise is affected by climate change scenarios srcp. The upper-
bound for global sea-level rise projections (zmax(t) in Equation
(2)) is an important additional source of uncertainties due to un-
knowns in polar ice-sheets processes (Church et al., 2013b;
Jevrejeva et al., 2014).

To summarize, Equation (2) provides a simple condition for
damaging marine flooding and applies as a first approximation in
low lying coastal urban or peri-urban environments, where a crit-
ical threshold can be identified in coastal defences heights.

2.2. Global sensitivity analysis in the context of future urban
marine flooding

Each term in Equation (2) is uncertain (Nicholls et al., 2014). Let
us assume that this uncertainty can be modelled by appropriate
probability distributions. In this case, it becomes possible to eval-
uate how the probabilities of critical threshold exceedance evolves
over the time simply by using Equation (2). In this study, we focus
on the yearly probability of exceedance (hereafter Ft), which is the
inverse of the return period for flooding. This criterion is commonly
used for risk assessment and coastal defence design (e.g. Tawn,
1992; Miller et al., 2014), and even for individual's resettlement
decisions (survey ofMeur-Ferec et al., 2010; presented in Idier et al.,
2013b).

The uncertainties of the outcome parameter Ft depend on the
probability distribution of the input parameters
(Xi)i¼1..10 ¼ (hthreshold(x,t), hpred(x,t), xbar(x,t), xwind(x,t), xwaves(x,t), srcp,
zmax(t), dhgslr(t,srcp,zmax(t)), dhrslr(x,t), dhgm(x,t)). To provide a quan-
tifiable measure of the relative importance of each of eight
contributing input factors to the global uncertainty, a common
approach consists in evaluating how the variance of the model
outcome is affected by the variability of the input parameters
(Sobol', 2001; Saltelli, 2004; Saltelli et al., 2008; Norton, 2015). To
ensure that the full variability of the model outcome is analysed,
the recommended practice consists in considering that all param-
eters can vary simultaneously over their full range of variability
(Saltelli et al., 2008). This approach is called global sensitivity
analysis.

The principle of global sensitivity analysis is to separate the
variance of themodel outcome into several terms, corresponding to
the effects of input parameters (here assumed to be statistically
independent) and their interactions (Sobol', 2001; Saltelli et al.,
2008). A sensitivity measure is defined by evaluating the part of
the variance of Ft attributed to the possible values of Xi, namely the
variance of the conditional expectation normalized by the uncon-
ditional variance of Ft. This defines the first-order Sobol' indices:

Si ¼
VarðEðFt jXiÞÞ

VarðFtÞ (3)

where E is the expectation operator. Equation (3) represents the
contribution of Xi alone to the uncertainty on Ft. In this sense, it is
the main effect of Xi, and it is used to rank the importance of the
different Xi (Saltelli, 2004; Saltelli et al., 2008).

Higher order Sobol' indices Si..j represent the combined effects of
the independent parameters Xi..Xj:

Si::j ¼
Var

�
E
�
Ft
��Xi::Xj

��
VarðFtÞ � Si � ::� Sj (4)

Si..j are called interaction terms, as they represent a fraction of
the normalized variance that can only be reached by varying at
least two of the independent input parameters (Saltelli et al., 2008).
For example, this can correspond to ranges of Ft that can only be
obtained for sea-level rise and wave set-up values, which are both
higher than their average values.

In practice, there is a large number of indices to handle, and the
analysis is often restricted to the total effect index defined as the
sum of its main and all higher order effects where Xi is involved:

STi ¼ 1� VarðEðFt jX�iÞÞ
VarðFtÞ (5)

where X�i includes all Xj except Xi. The total effect index is a mea-
sure of the total impact of an input parameter to the variance of the
results, that is, its main effects plus all its interactions with other
input parameters (Homma and Saltelli, 1996). When the total effect
index is close to zero, the parameters can be set to a fixed value
without changing the variance of the model outcome.

The most difficult task is to elaborate adequate probabilistic
representations of the uncertainties for each input parameter in
Equation (2). First, an appropriate probability lawmust be selected.
Then, the probability density function (PDF) or the cumulative
distribution functions must be fitted to the information available.
This information can partly exist in a probabilistic form, but should
also incorporate complementary observations and model results.
The final probabilistic representation of each parameters will
depend on the coastal site considered, but also on the degree of
knowledge by which each process is known in the area of interest.
3. Application at a local coastal site

3.1. Coastal site

To test the approach in a real case, we select an urban coastal site
located on the French coast of the gulf of Lion in the north-western
Mediterranean (Fig. 2). The area has been affected by several severe
storms in the recent past (Gervais et al., 2012; De La Torre et al.,
2013). In particular, the 1982 storm caused flooding and damages
in the place of interest (Vinchon et al., 2011b).

Previous investigations on future coastal hazards undertaken in
this region highlighted the high spatial variability of potential
climate change impacts (Vinchon et al., 2009; Le Cozannet et al.,
2013). They identified distinct profiles for coastal cities, the most
vulnerable being located on low-lying Holocene sand barrier,



Fig. 2. Location of the coastal site of interest and of the critical threshold (Data: Infoterre/BRGM/IGN).
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whereas cities on rocky outcrops are not directly threatened.
Hence, the critical “hotspots” of climate change impacts are rela-
tively well identified. Conversely, much less is known about the
periods of time by which these changes should occur. The urban
infrastructures of our test site is one of these hotspots. It is located
on an almost continuous low-lying sand barrier which separates
the sea from the lagoons.

3.2. Probabilistic modelling of input parameters

For several terms of Equation (2), ranges of possible values can
be found in the literature (Table 2). Available geodetic data (level-
ling data, permanent GPS, tide gauge) and the geological in-
vestigations show no evidence of coastal vertical groundmotions at
this coastal site. Hence, the contribution of dhgm is not considered
here. While changes or variability in marine storm surge climate
can be important in many locations (e.g., Chu-Agor et al., 2014),
Ullmann (2008) showed that most of the changes in marine
flooding hazards will be due to sea-level rise in the western Med-
iterranean sea, so that other climate change impacts to tides, surge
Table 2
Overview of the probability distribution functions used in this paper to model the variab
bibliographic references used for assessing the parameters of the probability density fun

Parameter Description Selected boundary values

hthreshold Critical threshold 2.15 m above the vertical reference
hextreme Offshore extreme water

levels
Values ranging from 1.3 to 2 m for the cente
event

xwaves Wave setup 0.4 me0.8 m
hgslr(t) Global sea-level rise Low- and high-end scenarios (see text)
hrslr(t) Sea-level variability Regional bias ±0.1 m (present) to ±0.25 m (a

65 yrs)
srcp Climate change scenario RCP 2.6, 4.5, 6.0 and 8.5
zmax(t) High-end sea-level rise

scenario
1.5e3 m by 2100
and waves are second order effects. Finally, we consider that the
critical threshold hthreshold does not change over the time, in order to
evaluate the degree of protection offered by the already existing
low walls under different sea-level rise scenarios. With these site-
specific simplifications, Equation (2) becomes:

hthreshold <hextreme þ xwaves þ dhgslr
�
t; srcp; zmaxðtÞ

�þ dhrslrðtÞ
(6)

where hextreme ¼ hpred þ xbar þ xwind represents the maximumwater
level in the local terrestrial framework.

Table 2 summarizes the probability distributions used to model
the uncertainties on this site. We use a Beta law to represent global
sea-level rise scenarios (see Figs. 3 and 4, and Appendix A), a uni-
form distribution to represent the uncertain upper limit of global
sea-level rise (called “high-end scenario” hereafter), triangular laws
for regional sea-level rise variability (Appendix B) and a uniform
law for the wave set-up. A Pareto law fitted to uncertain heights of
centennial and decennial events is chosen to represent our un-
certainties on extreme events. The heights of centennial and
ility of input parameters. Details are provided in section 3.2. The table includes key
ctions.

Probabilistic model Reference

Fixed at 2.15 m Idier et al. (2013b)
nnial 2-parameters Pareto

distribution
Yates et al. (2011)

Uniform distribution Gervais (2012)
Beta distribution Church et al. (2013a)

fter Triangular distribution Church et al. (2013a) and Slangen et al.
(2014)

Uniform discrete distribution Church et al. (2013a)
Uniform distribution e.g., Jevrejeva et al. (2014)



Fig. 3. Shape of the Beta probability density function used for representing sea-level rise by 2100 for RCP 8.5. In this case, a ¼ 2.25 and b ¼ 3.64. Note that a and b vary depending on
the upper and lower bound, likely range and median values at each timestep and for each climate change scenario. High-end scenarios represent the upper limit of sea-level rise
projections.

Fig. 4. Global sea-level rise scenarios used in this study. Solid, dashed and dotted lines correspond to the median, to the likely range likely (66%) and low- or high-end scenarios
respectively. These values are used to define the global sea-level rise probability density function (see Fig. 3), shown here at each time step by the intensity of the colour. They are
based on the IPCC and complementary knowledge (see Appendix A). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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decennial events follow uniform laws bounded by our evaluation of
possible extreme water levels return periods (Appendix C). The
appendixes provide the details for each process, including: the
motivations for selecting the PDFs listed in Table 2, the observa-
tions, models and reports that support the values, the assumptions
made, and, finally, the methods developed to calculate the pa-
rameters of the selected PDFs.

3.3. Computational approach to evaluate time-evolving
uncertainties

Fig. 5 summarizes the computational approach for random
simulations of the yearly probability of exceedance Ft. Sobol'
indices are computed independently at each time step (i.e. each
year).

The method to compute first-order and total-order indices is
well established (Saltelli et al., 2010). To reduce computational
costs, a quasi-Monte-Carlo approach is preferred over purely
random simulations. We use the Sobol' sequence of quasi-random
numbers (Sobol', 1967), which allows to fill more evenly the hy-
percube of normalized input parameters and to reduce the
convergence time. To calculate the Sobol' indices, we use the R
implementation (R Core Team, 2014) of the Saltelli et al. (2010)
algorithm, based on the Jansen (1999) formulation.

Here, an additional level of complexity resides in the nature of
some input parameters, which are actually the parameters of
probabilistic laws. In particular, this is the case for the global sea
level rise hglsr which is assumed to follow a Beta law whose pa-
rameters a and b (see Appendix A) depends on the choice of the
climate change and high-end scenarios (srcp and zmax). This makes
the variability in hglsr conditioned on srcp and zmax. Hence, the
sensitivity index of hglsr depends on the climate change and high-
end scenarios, which prevents us from directly using expressions
of the Sobol' indices as traditionally used. This issue has extensively



Fig. 5. Computational approach for computing random samples of the probability of exceedance of the critical threshold height of coastal defences. To perform the sensitivity
analysis, this procedure is called 40000 times each year from 2005 to 2200, with input parameters u1 to u6 following a Sobol' sequence of 5000 quasi-random numbers.
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been discussed by Sankararaman andMahadevan (2013). Following
their approach, we rely on the use of auxiliary random variables
denoted ðuiÞi¼1::6, which are uniformly distributed in the range
[0,1], and are related to the actual parameters using the inverse
probability functions. In the example of the global sea-level rise,
hglsr can be then be sampled using F�1ðu2ju3;u4Þ with F�1 the in-
verse cumulative distribution function of the Beta law (see Fig. 5 for
notations). The advantage is that u2, u3 ans u4 can be sampled
independently from each other and a sensitivity index can be
assigned to both of them using the traditional procedure.

The number of simulations required to compute the Sobol'
indices reaches N(k þ 2), where k is the number of parameters
(here, 6) and N the number of iterations necessary to converge to a
required precision. In the present case, the lowest convergence is
obtained when all parameters have a significant contribution to the
global uncertainties, that is, by 2080e2100. Our results were ob-
tained with N ¼ 5000, which allows to estimate Sobol' indices with
a precision in the order of 10�3 or better.

3.4. Variance of model outcome and uncertainty ranking

Once the method has been applied, the results allow to identify:

� the temporal evolution of the probability of exceedance of
coastal defences for each climate change scenario (Fig. 6),

� variance-based measures of the relative importance of each
input parameter (Fig. 7),

� parameters whose total index is close to zero and can be set to a
fixed value without much impacts for the final results (i.e.,
without affecting significantly the variance of the model
outcome) (Fig. 8). This last figure is discussed in depth in
Subsection 4.2.

Fig. 6 shows how the yearly probability of exceedance of the
critical threshold Ft evolves over the time, assuming no rise of
coastal defences. Note that to qualify the range of uncertainties in
this figure, we use the common definitions adopted by IPCC. For all
four climate change scenarios, Ft rises slowly up to 2050. After 2050,
the four scenarios lead to very different situations: in the case of
RCP 2.6, the rise of Ft is limited, with more than 95% chance that
marine flooding return periods remains below 2 years. Section 4.3
discusses the implications of such changes for individual relocation
decisions. Conversely, the same critical threshold has more than a
50% chance to be exceeded at least once per year by 2150 for sce-
narios RCP 6.0 and 8.5. This is consistent with IPCC sea-level rise
scenarios, which remain similar up to 2050 and then differ(Church
et al., 2013a).

The uncertainties are very large: this is shown by the large
spread of likely and extremely likely ranges of Ft in Fig. 6, as well as
by the standard deviation of model outcomes in the lower part of
Fig. 7. The relative importance of these uncertainties can be eval-
uated through the first order Sobol' indices obtained from the
global sensitivity analysis (Fig. 7). Note that the sum of all first and
higher order Sobol' indices is equal to 1 (see Equation (3)), whereas
the sum of the total effect indices is larger than 1 as soon as there
are non-zero interactions terms (Fig. 8).

At present, regional to local surge processes remain the largest
source of uncertainties, that is, those related to the wave set-up,
wind set-up and inverse barometric effects. After 2050, an
increasing part of the uncertainties comes from global sea-level
rise. The effect of the climate change scenario to the variance of
the model outcomes grows after 2080 only. The variability of sea-
level rise has an important contribution to the uncertainties from
the coming decades to 2150. The upper limit of global sea-level rise
(high-end scenario) has a limited contribution to the variance of the
model outcome. This was expected as high-end scenarios mainly
affect the tail of the distribution of global sea-level rise, whereas
global sensitivity analysis provides variance-based measures.

The relative importance of the interaction terms (defined as one
minus the sum of themain effects of all input factors) grows rapidly
during the first 60 years, then decreases by the end of the 21st
century, and finally remains almost constant beyond 2100 (Fig. 7).
This behaviour can be explained by threshold effects: Fig. 6 shows
that the range of values potentially taken by the outcome param-
eter Ft increases until the yearly probability of flooding reaches 1.
This happens first for worst-case combinations of the input pa-
rameters in the case of climate change scenario RCP 8.5, and, later,
for RCP 6.0 and RCP 4.5. Conversely, this stage is never met for RCP



Fig. 6. Evolution of the probability of storm-induced sea-level exceedance uncertainties over time for the four climate scenarios. Solid, dashed and dotted lines correspond to the
median, to likely (66%) and extremely likely (95%) ranges respectively. Note that the y-axis represent probabilities, which are therefore dimensionless.
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2.6. As soon as the upper limit of Ft is reached, combinations of
worst-case input values no longer increase the maximum values of
themodel outcome. Non-bounded outcome parameters such as the
costs induced by future flooding could lead to a monotonous
growth of the interaction terms, depending on the geomorphology
Fig. 7. Upper graph: evolution of the first-order Sobol' indices over the time, for the six inp
input parameter to the variance of the model outcome, obtained by averaging the effects of o
the largest the first-order index, the largest its main effect to the variance of the model
probability of exceedance (Ft). It shows that uncertainties grow as time evolves, with a stron
Church et al. (2013a). Note that the variables represented on the y-axis are adimensional.
and exposed assets at the site considered.
To summarize, the results presented in this section show that as

expected, the relative importance of the sources of uncertainties
change over the time: local coastal processes are the most impor-
tant during the 1st part of the 21st century, whereas uncertainties
ut parameters selected in this paper. These indices correspond to contribution of each
ther parameters. They can be used to rank the sources of uncertainties, in the sense that
outcome. The lower part of the figure provides the standard deviation of the yearly
g acceleration starting in 2070. This is consistent with sea-level scenarios provided by



Fig. 8. Evolution of total-order indices over the time, for the five input parameters
selected in this paper. These indices correspond to the total variance of the model
outcome obtained by each input parameter, including the interactions with all other
input parameters.
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of future sea-level rise scenarios largely dominate beyond 2080.
The relative importance of sea-level variability reaches its
maximum from 2020 to 2070. While these results could be roughly
anticipated qualitatively at this specific site, the approach pre-
sented here provides quantified evidences of these points.

4. Discussion

4.1. Applicability of the method in other coastal contexts

In this location, Yates et al. (2011) previously examined errors in
2100 erosion and submersion hazard assessment. They performed
a sensitivity analysis considering input factor varying indepen-
dently (OAT technique). Their results shows that uncertainties
related to future sea-level rise scenarios and local coastal processes
are important. However, the comparison of their relative impor-
tance is difficult, because the limited number of simulations is not
necessarily representative of the actual probability density distri-
bution of the input parameters. Moreover, the interaction terms can
not be evaluated in this study. Here, the global sensitivity analysis
overcomes these two issues by providing a decomposition of the
variance of the model outcome, where a measure of the relative
importance of each input factor and of their interactions can be
isolated.

Provided enough knowledge is available regarding the vari-
ability of each input factor, the method can be applied in other
coastal locations. Necessarily, the exercise of converting the exist-
ing modelling results, synthesis and expertise into probabilistic
density functions is partly subjective. Future research would be
useful to improve the probabilistic modelling of the input param-
eters such as global and regional sea-level rise, local and regional
coastal processes and d when relevant d coastal ground motion.
However, we argue that when defining these functions, the priority
should be given to obtaining fair representations of the variability
of all process, rather than undertaking a complex detailed model-
ling of a few of them, with little impact to the final ranking.

Finally, two lines of improvement can be proposed regarding the
methods for global sensitivity analysis. First, in this application, we
assumed that the five input factors are independent, whereas some
could be correlated in reality. For example, tides and sea-level rise
display some dependency in some locations (Pickering et al., 2012).
For sites where such dependencies can be quantified, independent
groups of correlated variables can be defined (Jacques et al., 2006),
or extended definitions of the Sobol' indices can be used (e.g., Mara
and Tarantola, 2012). Depending on the application and on the
significance of the correlation found, this issue can deserve some
attention. Second, we conducted separated sensitivity analysis at
each time step (considered independent from each other). Yet, this
might lead to redundancy (see discussion in Campbell et al., 2006),
because we did not take advantage of the strong relationship be-
tween responses from one time step to the next one, i.e. the output
is not scalar, but a time-varying function. Extensions of Sobol'
indices in the case of functional output should be used in the future
(Gamboa et al., 2014).
4.2. Defining research priorities based on the global sensitivity
analysis results

Depending on the period considered, Fig. 8 defines priorities for
future research in this area. Beyond 2070, global sea-level rise is a
major source of uncertainty, which can potentially be reduced
through research on Greenland and West-Antarctic ice sheets
melting (Kopp et al., 2014). Conversely, studies focussing on local
environmental decision making over the coming decades would
require more information regarding sea-level variability.

Up to 2050, a large part of the uncertainties originate from the
wave set-up. In many coastal hazard assessments studies, this
process is often either neglected or incorporated uniformly into the
reference water levels. However, the wave set-up contribution to
high-water level can vary drastically in two neighbouring locations,
depending on the local beach slopes.

A first approach to reduce the uncertainties due to wave set-up
is to assume unchanged coastal bathymetry and to model it using
advanced coastal hydrodynamic tools (Marche et al., 2007; Zijlema
et al., 2011; Shi et al., 2012). If high resolution topo-bathymetric
data such as LiDAR are available, such approach can be valid for
the present situation. Such a study has been actually undertaken to
evaluate marine flooding under several sea-level rise scenarios on
our test site (Vinchon et al., 2011b). If we incorporate this study in
the background knowledge (Table 2), this will lead to reduced
uncertainties during the first years of simulations. However, after
one or two decades, the range of possible set-up values will become
as large as indicated in Table 2 again, due to submarine coastal
evolution induced by sediment transport. Hence, the ranking of
uncertainties will be unaffected after one or two decades. A long
term coastal evolution model would be needed to anticipate
changes of the coastal slopes. As reminded by Weisse et al. (2012),
fundamental research on multi-decadal sediment transport is
needed to gain insight into this source of uncertainty.

The relative importance of the climate change scenario becomes
significant in the last decades of the 21st century. Hence, for this
specific site, the benefits of climate change mitigation will be
perceived late in the 21st century only. This reflects the fact that
sea-level rise scenarios are very similar during the first part of the
21st century.

Whatever the research efforts, results will remain partly un-
certain, just because the predictability of each of these processes is
more or less limited. More observations and advanced modelling
tools should help to reduce the uncertainties of parameters such as
the contribution of ice-sheets to future sea-level rise, the regional
variability of sea-level rise or the near-shore coastal evolution, but
will certainly not decrease them up to zero.
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4.3. Implications for adaptation

Our results have the potential to stimulate discussions on the
most appropriate time-frame by which specific adaptation mea-
sures should be undertaken. If the decision is taken to maintain the
coastal settlements, it is likely that defences will be progressively
upgraded, but it is also likely that the willingness to fund them is
bounded (Rulleau et al., 2014). If stakeholders concerned by coastal
risks can define local acceptance levels for coastal flooding, Fig. 6
can be used to identify the period of time by which coastal main-
tenance should be undertaken. New simulations may indicate how
long they will maintain the probability of flooding below the
acceptance level.

The identification of such acceptance threshold is difficult and
depends on numerous factors, including, cultural and sociological
ones. For the present site considered, surveys have shown that this
depends whether they are permanent or second-home residents
(Rey-Valette et al., 2014). These surveys have indicated that in this
particular area, about the half of the habitants could leave if they
are flooded at least once a year (Data from Meur-Ferec et al., 2010
presented in Idier et al., 2013b), a situation which does not occur
before the end of the 21st century according to our simulations.
However, the observed attitude of individuals is different from their
anticipated decision, and their attitude may also evolve over the
time. In other contexts, there is evidence that the decision to
abandon a coastal locality can take a long time before land has been
definitively flooded (Arenstam Gibbons and Nicholls, 2006),
whereas others have taken the decision to protect, whatever the
costs. It seems therefore difficult to plan adaptation or resettlement
strategies based on anticipated attitude of individuals toward
changing coastal flooding risks at these timescales. Hence,
considering the present knowledge available, we suggest that the
social response to sea-level rise should be considered as an un-
quantifiable source of uncertainties that should be considered
separately.

4.4. Implication for climate change mitigation

Fig. 6 clearly demonstrates the benefits of climate change
mitigation on the long term: while the likely range of Ft rises
drastically for RCP 6.0 and 8.0, it remains limited for RCP 2.6 (Fig. 6),
suggesting that in this last case, several adaptation options are
possible beyond relocation. However, because the probability dis-
tribution functions of the input parameters have been adjusted for
a specific site, the details of our results would not be identical
elsewhere. Still, for a first estimate, only the critical threshold
should be reconsidered to extend this analysis to other urban
coastal sites exposed to waves along the coastlines of the Gulf of
Lion. Given the scale of the anticipated coastal changes, we also
believe that in most low-lying areas exposed to flooding in the
world, the ranking of uncertainties follows approximately the same
chronological order. Interestingly, a shift toward increased vulner-
ability is projected by the end of the 21st century for several
different coastal contexts, systems (beaches, inlets, wetlands, urban
areas), and models, in particular for high sea-level scenarios (Purvis
et al., 2008; Ranasinghe et al., 2013; Chu-Agor et al., 2014; Ander-
son et al., 2015). Collectively, all these results suggest that sea-level
rise will generate numerous local pressures along the coastlines
worldwide, at least if mitigation does not succeed to stabilize its
rate. However, to verify these points, themethod should be adapted
to other coastal location, where basic information about coastal
flooding hazards is available. Such repeated applications of similar
approach at local to regional scales could further support the
intuitive statement that for low-lying coastal zones, the RCP 2.6,
and, possibly RCP 4.5, are the only targets where moderate
(although potentially costly) adaptation efforts can be efficient with
respect to sea-level rise.

The global sea-level rise scenarios used in this paper are based
on those of IPCC (Church et al., 2013a). These scenarios have the
advantage of relying on a large scientific consensus, which facili-
tates the process of stakeholders taking ownership of the results.
However, this raises two difficulties: first, probabilistic parameters
for IPCC sea-level rise scenarios are provided for the 21st century
only, while only the model spread is available beyond 2100. Sec-
ondly, the boundaries of sea-level rise scenarios are not provided by
IPCC (Church et al., 2013b), and must be evaluated from comple-
mentary knowledge. If we had used alternative data from e.g. Kopp
et al. (2014) or from semi-empirical sea-level rise scenarios
(Rahmstorf, 2007; Vermeer and Rahmstorf, 2009; Grinsted et al.,
2010) instead of IPCC, the yearly probability of exceedance would
have grownmuchmore quickly (Fig. 6). Therefore, our sea-level rise
scenarios (Fig. 4) could be optimistic, especially after 2100.

Collectively, all these points further support d if needed d the
statement that the 2� C target should not be exceeded in order to
avoid dangerous climate change. However, meeting this target re-
quires serious and urgent measures in the coming decade
(Guivarch and Hallegatte, 2013; Fabert et al., 2014).

5. Conclusion

This paper has undertaken a dynamic global sensitivity analysis
of marine flooding to input parameters such as sea-level rise and
local coastal processes. The method has been applied to the case of
yearly probability of flooding in a Mediterranean coastal urban site
located on a low-lying sand barrier. We have provided a quantified
ranking of the relative importance of uncertainty factor, and we
have identifiedwhich factor can be set withoutmuch impact for the
final results. Coastal processes and particularly the wave set-up are
dominant factors during the first part of the 21st century. Sea-level
rise and climate change scenarios dominate by 2080. Sea-level rise
variability has its maximum contribution to the uncertainties in-
between these two periods. The uncertainties on the upper limit
of sea-level rise projections is important a few decades later.
However, the global sensitivity analysis gives a relatively low
weight to this particular source of uncertainties, suggesting that the
impacts of these low-probability and high-impacts scenarios
should be evaluated independently. Our results illustrate that the
temporal dimension of sea-level rise impacts would deserve more
attention. Many studies focus on specified periods of time, such as,
very often, 2030, 2070 or 2100. For our coastal site, this is exactly
the period of time by which the frequency of flooding may start to
grow drastically (Fig. 6).

Our results clearly discriminate the impacts of different climate
change scenarios beyond 2100. For the site considered, only the RCP
2.6, and, perhaps, the RCP 4.5 scenarios are more than likely to lead
to a manageable situation with moderate adaptation efforts. Other
scenarios lead to sea-level changes higher than 1 m and create the
conditions for repeated major disasters, thus making adaptation
challenging and questioning about relocation and its planning.
Given the geomorphological settings of the aread a low lying sand
barrier located between the sea and coastal lagoon d one would
expect such conclusion intuitively. Still, we provide quantified ev-
idences of this statement.

From a methodological point of view, our application provides
an example of a dynamic variance based sensitivity analysis that
incorporates uncertainties on probabilistic laws parameters. There
are few applications of global sensitivity analysis in the field of
environmental change, and particularly in relation to sea-level rise
impacts. However, it provides a quantitative and dynamic insight
into the relative importance of each source of uncertainties, and the
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results can be used for prioritizing research actions and to define
impact assessment approaches adapted to the specific context of a
given location, period of interest and amount of knowledge avail-
able. Therefore, we conclude by arguing that applying similar
variance-based global sensitivity analysis would be very beneficial
prior to any assessment of future marine flooding.
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Appendix A. Global sea-level rise

Several different global sea-level rise projections are presently
available (Church et al., 2013a). While some projections of sea-level
rise have been provided in a probabilistic form (Kopp et al., 2014;
Jevrejeva et al., 2014), this is only partly the case for those pro-
vided by the International Panel on Climate Change (IPCC). In the
5th assessment report, the IPCC provides the median and the likely
range of sea-level changes up to 2100 for each scenario. This means
a probability of 1/3 that sea-level rise exceeds or remains below this
“likely” range (Church et al., 2013b). From 2100 to 2500, Church
et al. (2013a) provides the spread of the model simulations. All
these sea-level change values are provided for the four represen-
tative concentration pathways RCP 2.6, 4.5, 6.0 and 8.5. In our
global sensitivity analysis, the representative concentration path-
ways (hereafter referred to as climate change scenarios) are
selected by assuming equiprobability of all four climate change
scenarios, following a procedure similar to Rohmer et al. (2014).

To undertake the global sensitivity analysis, a workable proba-
bilistic model must be selected, that matches the boundary con-
ditions provided by IPCC, as well as additional well established
knowledge on future sea-level rise. Purvis et al. (2008) used a
triangular law to represent the probability density function repre-
senting the global elevation of sea-level rise. However, recent
research shows that an asymmetric distribution bounded by low-
end or high end sea-level scenarios is preferable (Jevrejeva et al.,
2014). Among the classical probability distributions functions, the
Beta distribution has such a shape, as soon as its parameters a and b

meet the condition 1 < a < b. The Beta distribution can be defined
through its cumulative distribution function:

Fðx;a;bÞ ¼

Z x

0
qa�1$ð1� qÞb�1dq

Z 1

0
qa�1$ð1� qÞb�1dq

(A.1)

where x is defined on [0,1].
Given low, high-end and median projections as well as their

likely range, closed approximations of a and b can be found using
Kerman's estimate of the median of Beta laws (Kerman, 2011), and
then by solving numerically the equation:

F
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�
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(A.2)
with hðUPlikelyÞgslr ðt; srcp; zmaxðtÞÞ corresponding to the upper bound
of the likely range of future sea-level rise for the climate change
scenario srcp at time t under the assumption of a high-end sea-level
scenario zmax(t). To summarize, the IPCC medians and likely values
and Equation (A.8) and Kerman's median formula are used to
calculate unknown parameters of the Beta distribution (a and b) for
the mid 21st century, 2100, anddwith some assumptionsd 2200.
Low and high-end scenarios are used to scale the distributions
boundaries. Using these formula, new scenarios following any as-
sumptions as above can be generated automatically.

To complete the sea-level scenarios, we make additional
assumptions:

� first, we linearly interpolate the rates of sea-level rise between
each boundary conditions provided by IPCC for the 21st century,
and a polynomial approximation was made to fit the more un-
certain model spread results beyond 2100.

� Secondly, we assume that high-end scenarios by 2100 are un-
certain and can vary from 1.5 to 3 m. Importantly, high-end
scenarios are the same for all climate change scenarios in our
simulations. This is justified by the fact that the west-Antarctica
ice-sheet may have reached instability already, so that a rapid
sea-level rise scenario can not be excluded even in case of sce-
nario RCP 2.6. We assume a low-end scenario corresponding to
the linear extrapolation of present observed sea-level rise rates.

� Third, we assume that the model spread provided by Church
et al. (2013a) beyond 2100 corresponds to a likely range, as
long as these values are plausible.

As a result, by the mid 21st century and for 2100, our global sea-
level scenarios are strictly constrained by IPCC likely and median
values. In addition, from now to 2100, Fig. 4 appears as a very close
approximations of the IPCC Fig. 13.11 (Church et al., 2013a) dis-
playing global sea-level rise likely and median projections for the
21st century.

A prerequisite for the application of the classical Sobol' esti-
mator for the variance-based global sensitivity indices is the sta-
tistical independence of input parameters. However, in our
application, global sea-level rise depends on the climate change
scenario srcp. Following Sankararaman and Mahadevan (2013), we
note that global sea-level rise can be computed as F�1ðu2ju3;u4Þ
with F�1 the inverse cumulative distribution function of the Beta
law, and u2, u3 and u4 random variables uniformly distributed in
[0,1] (see Fig. 5). In this case, u2, u3 and u4 are independent variables
and the global sensitivity analysis is applicable using common
estimators.

Finally, our choice here is to strongly rely on IPCC, and to select
values leading to moderate sea-level rise projections if this infor-
mation is insufficient. This choice has been made considering that
impacts are expected to be very large in this particular locality
(Vinchon et al., 2011a). In such context, communicating coastal
impact assessments scenarios above the widely agreed IPCC as-
sessments is likely to raise doubts about the value of the results,
and may finally lead to postpone actions in favour of adaptation or
mitigation.

Appendix B. Regional variability

Compared to global sea-level rise, few indications are available
to elaborate probability density functions representing sea-level
variability. Sea-level rise regional variability can potentially ac-
count for 30% of the global mean in some regions. Presently, they
are mostly due to unequal warming of the ocean surface, ocean
circulation variability and the response of solid-Earth to past
deglaciation. In the future, other processes will play a significant
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role, in particular present days ice-sheets melting and the effects of
mass redistributions to the gravity field. Further description of
these processes can be found in Meyssignac and Cazenave (2012),
Stammer et al. (2013), Tamisiea and Mitrovica (2011) and coupled
simulations of this regional variability are provided in Slangen et al.
(2014).

Based on the present knowledge of present and future regional
sea-level variability in the considered area, we model it through
three terms:

� a deviation from the global average: we use regional sea-level
projection of Slangen et al. (2014), which anticipates a
regional sea-level rise of þ0.61 m by 2100 for RCP 8.5 in the
north-western Mediterranean; considering the global sea-level
projection of 0.71 m by 2100; this enables to introduce a
scaling factor accounting for a predictable part of regional sea-
level changes;

� a random contribution of sea-level regional variability, which
we consider independent from the climate change and sea-level
rise scenarios; this contribution represents steric sea-level
changes; considering past modes of sea-level variability over
the last 60 years (Meyssignac et al., 2012), we use Fig. 13.22 in
Church et al. (2013a) and approximate the general shape of
regional variability by a triangular probability density function
of mean zero, with an amplitude growing progressively to
0.25 m over the next 65 years, and then remaining to this value.

� an inter-annual sea-level variability due to regional ocean cir-
culation in this area, which we model though a triangular
probability density function of mean zero and amplitude 0.1 m
based on the analysis of tide gauge records of Marseille (http://
refmar.shom.fr/marseille).

This results in a probability density function representing sea-
level variability, which evolves over time as shown in Fig. B9.

Fig. B9. Evolution over time of the probability density function representing sea-level
variability. Solid, dashed and dotted lines correspond to the median, to likely (66%) and
extremely likely (95%) ranges respectively. As a first approximation, we neglect the
dependency between sea-level variability and the climate change scenarios.
Appendix C. Extreme water levels and waves set-up

Recommended practices for evaluating extreme water levels
consists in undertaking a joint analysis of waves and offshore
extreme water levels, or even river levels when appropriate
(Hawkes et al., 2002). Such analysis requires long term consistent
data or reanalysis, which were lacking in the present case when
new reference values were defined to prepare regulatory coastal
risk prevention plans. When such data are lacking, they form a
source of uncertainties which largely oversteps those due to the
choice of a modelling approach for extreme values analysis. They
also dominate over any plausible change of marine storm climates
in the Mediterranean (Ullmann, 2008).

In the present case, Equation (2) is simplified by considering the
official evaluation of storm surge return periods (see Yates et al.,
2011, and references therein), which relates directly extreme wa-
ter levels to the vertical datum of the terrestrial framework (note
that in this paper, all altitudes are givenwith respect to this datum,
corresponding to mean sea-level in the harbour of Marseille). This
allows to combine hpred, xbar and xwind in Equation (2). Their sum is
noted hextreme hereafter. Hence, we evaluate the variability of the
two following terms underpinning the severity of extreme coastal
water levels: the wave set-up and extreme water levels.

The French official recommendations lead to consider that
events reaching 1 m and 2 m correspond to 10-years and 100-years
events respectively. In areas exposed to waves, a reference value of
3 m should be considered. Considering the lack of available ob-
servations and the fact that the wave set-up is partly integrated in
both reference values, we use water-levels ranging from 1.3 to 2 m
for centennial events. We adjust a 2-parameters Pareto probability
distribution function to these uniform random draws. Hence, the
probability that hextreme exceeds a level hlevel is:

Fðhextreme >hlevelÞ ¼
�

xm

hlevel

�k

(C.1)

where the shape and scale parameters k and xm can be easily
calculated given the hypothesized extreme water levels, whose
values are randomly chosen from a uniform distribution bounded
by 1.3 m and 2 m for the centennial event, with the same propor-
tion being applied for decennial events.

Thewave set-up is a process that depends on bathymetric slopes
and offshore waves and periods. It can be estimated using typical
beach slopes, wave heights and periods (Gervais et al., 2012) and
the Stockdon formula (Stockdon et al., 2006), or modelling and in-
situ observations (Gervais, 2012). Using this approach, observa-
tional evidences and modelling leads to values ranging from 0.4 m
to 0.8 m. As reminded above, a second source of uncertainties for
the wave set-up is due to beach slopes evolving over the time, e.g.
in response to natural processes, human actions, climate change
and variability (e.g. Idier et al., 2013a). We consider as a first
approximation that present-day variability of the wave set-up re-
mains unchanged in the future, which is a conservative hypothesis,
or may assume adaptation through beach nourishment.
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