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[1] In June 2007 an intense 5 day field experiment was carried out at the mesotidal-macrotidal wave-dominated Biscarrosse Beach on a well-developed bar and rip morphology. Previous analysis of the field data elucidated the main characteristics of a tide-modulated and strongly evolving rip current driven by low- to high-energy shore-normal waves. Here we present a modeling strategy based on the vertically integrated and time-averaged momentum equations accounting for roller contribution that is applied to the Biscarrosse experiment. Wave and flow predictions in the surf zone improve significantly when using a spatially constant time-varying breaking parameter by Smith and Kraus (1990). The model correctly reproduces the main evolving behaviors of the rip current. An advection-diffusion equation governing the mean wave-driven current vertical vorticity is further derived from the momentum equations. Vertical vorticity is driven by a forcing term that depends on the breaking wave energy dissipation and on the wave propagation direction. Spatial gradients in depth-induced broken-wave energy dissipation therefore determine both the strength and the sign of the wave-driven circulation rotational nature. When applied to the Biscarrosse experiment, the vorticity efficiently predicts the main characteristics of the evolving rip current such as its width, cross-shore extension, and intensity. In addition, good correlations are found between the maximum rip current intensity and the deviation of the forcing term. Thus, we determine precisely the rotational component associated with the wave forcing which is less direct through the traditional radiation stress approach.


1. Introduction

[2] Rip channels are commonly observed along wave-dominated sandy barred beaches. They appear quasi-rhythmically as depressions in shore-connected or unconnected shoals [Quartel, 2009]. Counterrotating circulations characterized by seaward flowing jets in the rip channel are driven by waves on these bed forms when waves approach at an angle close to shore normal. These narrow, intense (reaching 1–2 m/s) currents are called rip currents. Understanding and predicting the complex dynamics of rip currents remain a relevant scientific challenge because they play a key role on the beach and surf zone morphodynamics, on the dispersion of material across the surf zone and are a major hazard to swimmers [Brown et al., 2009; MacMahan et al., 2006, 2010; Thornton et al., 2007; Reniers et al., 2009]. While topographically controlled rip currents have received increasing attention these last decades [MacMahan et al., 2006], major advances in the understanding of rip current kinematics that recently challenged traditional views of rip current behaviors [Reniers et al., 2010; MacMahan et al., 2010; Castelle et al., 2010] show that rips are still poorly understood and therefore motivate further rip studies.

[3] Documented rip studies have mostly been restricted to low-energy microtidal rip currents over small shoreline bed nonuniformities [Brander, 1999; MacMahan et al., 2005, 2010; Reniers et al., 2007]. Rip current investigations in high-energy environments are still poorly documented [Brander and Short, 2000; Castelle et al., 2006; Bruneau et al., 2009a], particularly over strongly alongshore nonuniform beaches. Intense mean rip currents, reaching 1 m/s, were measured near the rip neck by Brander and Short [2000] for moderate-energy wave conditions. More recently, Bruneau et al. [2009a] measured high-energy topographically controlled mean rip currents (around 0.9 m/s) for low-energy waves ($H_s \approx 0.9$ m). In addition, they highlighted the evolving behavior of rip currents in an energetic mesotidal–macrotidal environment with (1) a strong tidal modulation during low-energy wave conditions ($H_s < 1$ m) and (2) the presence of intense undertow during energetic events ($H_s > 2.5$ m) that dominates the surf zone dynamics.
Combination of field and numerical investigations is currently one of the most promising avenues for rip current analysis because numerical modeling can provide important information when measurements are difficult to obtain. Many modeling studies based on laboratory or field works have focused on the hydrodynamics of rip currents through a depth-averaged or quasi-three-dimensional approach [Haas et al., 2003; Castelle et al., 2006; Castelle and Bonneton, 2006; Bruneau et al., 2008, 2009b]. These studies have shown the ability of these models to reproduce the wave-driven horizontal circulations and low-frequency rip current motions generated by shear instabilities [Haller and Dalrymple, 2001; Özkan-Haller and Kirby, 1999] or forced by wave grouping [Reniers et al., 2007]. Recently, Reniers et al. [2009, 2010] used a full three-dimensional model to compute surface flow fields to investigate material dispersion and surf zone retention. However, most of these works were restricted to microtidal environments with low-energy waves over small alongshore seabed nonuniformities.

As shown theoretically by Peregrine [1998], non-uniformities along the breaking wave crest drive vertical vorticity. He modeled the breaking event as the development of a surface and current discontinuity in the nonlinear shallow water equations and proceeded to a direct analysis of the vorticity at the wave time scale. These processes induce mean vorticity with horizontal scales larger than the local water depth; rip currents are a good example of these macrovortices. Retention, dispersion and generally vortical motions associated with topographically controlled rip currents are linked to both quasi-stable rip current, bipolar

Figure 1. Biscarrosse Beach bathymetry. (a) Irregular rectangular full grid superimposed on the bathymetry with (top) the cross-shore grid spacing and (left) the alongshore grid spacing. (b) Zoom on the instrumented bar and rip morphology showing the locations of the sensors; large light circles for the main sensors involved in the study, small dark circles for other sensors used herein, and small white circles for unused sensors. (c) Photograph of the bar and rip morphology prior to the start of the field experiment.
2. Study Area

2.1. Regional Setting

The Aquitanian coast is a mesotidal-macrotidal high-energy environment exhibiting a strongly alongshore non-uniform and variable double sandbar system. The outer and the inner bars usually exhibit crescentic patterns, and bar and rip morphologies, respectively [Castelle et al., 2007; Almar et al., 2010]. As with all of the wave-dominated Aquitanian Coast beaches, the Biscarrosse Beach is exposed to high-energy North Atlantic swells coming mainly from the W-NW direction, with an annual mean significant wave height $H_s$ of about 1.4 m and a mean period $T_m$ near 6.5 s [Butel et al., 2002]. During a severe storm, the offshore wave height can reach 10 m. The annual mean spring tidal range is approximately 3.7 m, and the maximum tidal range reaches 5 m.

2.2. Field Experiment: Biscarrosse 2007

An extensive description of the experiment is given by Bruneau et al. [2009a]. Figure 1 shows the nearshore bathymetry surveyed during the experiment with concurrent forcing conditions given in Figure 2. During the field experiment, the tidal range varied from 3.3 to 3.8 m (Figure 2a). Offshore significant wave height ($H_s$) ranged from 0.5 to 3 m (Figure 2b) with persistent swell and only scarcely a superimposed wind sea. Peak wave period ($T_p$) ranged from 8 to 11 s (Figure 2c) with a wave approach persistently close to the shore normal (Figure 2e). Wind magnitude and direction are given in Figures 2d and 2e, respectively.

The instrumented well-developed bar and rip morphology was characterized by a narrow and deep rip channel (Figures 1b and 1c). As detailed by Bruneau et al. [2009a], an array of in situ stationary instruments (Figure 1b) was deployed on this intertidal inner bar and rip system between 13 and 17 June. In the present study, we focus on the S4 and ADV4 records (Figure 1b) because they are the longest samples and were deployed in relevant locations: the rip neck and the southern feeder, respectively. The nearshore morphology did not change significantly during the course of the experiment as only a weak onshore migration of the bar was captured through video imagery [Bruneau et al., 2009a].

3. Modeling Strategy

The modeling strategy consists in coupling the spectral wave model SWAN [Booij et al., 1999] with the nonlinear shallow water model MARS [Lazure and Dumas, 2008]. The sediment transport module [Bruneau et al., 2007; Bruneau, 2009] is not activated in the present study.

3.1. Wave Model

Wave transformation is computed with the spectral wave model SWAN [Booij et al., 1999] that solves the wave action density balance equation. In our approach, SWAN is used in stationary mode to simulate the wave propagation and deformation. In addition, the effects of generation, dissipation (breaking, bottom friction), nonlinear wave–wave interactions (triad) are taken into account. The wave-current interactions are switched off. An irregular rectangular grid (Figure 1a) is used with a coarse resolution (45 m) along both the offshore and the lateral boundaries. The area of interest is meshed with a 6 m resolution. The computational grid resolution is detailed in Figure 1a. Finally, 36 directions (10° resolution) and 20 frequencies (corresponding to periods varying logarithmically from 2 to 20 s) are used for the directional and spectral discretizations, respectively.

Figure 2. Offshore wave and tide forcings during the 4 days simulated in the study. (a) Tide level $H_t$, (b) significant wave height $H_s$, (c) peak $T_p$ (dashed line) and mean $T_m$ (solid line) periods, (d) wind speed and (e) mean wave direction $D_m$ (solid line) and wind direction (dashed line).
[12] Two parameters are set in the present work: (1) the breaking wave parameter $\gamma_b$ (wave height-to-depth ratio) and (2) the friction coefficient. The breaking parameter is crucial because it controls the rate of wave energy decay within the surf zone. In the present study, two breaking wave parameters were investigated: (1) a constant $\gamma_b$ of 0.73 (default value of SWAN) and (2) a spatially constant but time-varying $\gamma_b$ computed according to the formulation of Smith and Kraus [1990]:

$$ \gamma_b = \frac{1.12}{1 + e^{-60m}} - 5.0[1 + e^{-43m}]s_o $$

(1)

where $m$ is the mean shoreface slope (herein we use a constant value of 0.02 which allows good wave predictions, as demonstrated later) and $s_o$ is the deep-water wave steepness (ratio between the offshore wave height and the offshore wavelength). In addition, $\gamma_b$ has a minimum threshold of 0.5 to prevent underestimation of the significant wave heights during the energetic period when the model of Smith and Kraus [1990] predicts low values of $\gamma_b$ (which can reach 0.3). This formulation is in agreement (same order) with the work of Bertin et al. [2009] which bounded the $\gamma_b$ with values ranging from 0.4 to 0.8. This formulation is used for its simplicity of implementation (no full-iterative method required; the new breaking parameter is only computed from the previous wave simulation results) and for the good results obtained by Bertin et al. [2009]. The equivalent roughness length, $K_n$, proposed by Madsen et al. [1988] is set to 0.04 m to overall fit with the data.

[13] Offshore wave and tide forcing was provided by the ADCP-2 (Figure 1a) deployed in 10 m water depth (at low tide) seaward of the study area and offshore of the subtidal bar. Wave spectra are specified at each boundary (both offshore and lateral) to avoid potential wave energy shadow areas. Finally, both the wave conditions and the water level are updated every 20 min to compute the new wavefield, which is short enough in a mesotidal-macrotidal environment.

### 3.2. Shallow Water Flow Model

[14] MARS is a finite difference model, originally designed to compute tide- and wind-induced currents. It has been extensively tested on the whole French coast (http://www.previmer.org/en). MARS solves the nonlinear shallow water equations in two or three dimensions (it is used in the depth-averaged mode herein).

[15] Most of the depth-averaged models that compute wave-induced currents are based on the radiation stress approach [Longuet-Higgins and Stewart, 1964, Dingemans et al. [1987, p. 539] and Battjes [1988] showed that the “formulation of the driving forces in terms of the wave dissipation yields more trustworthy results than those obtained by numerical differentiation of the radiation stress tensor.” In addition, Svendsen [1984] showed the dominance of the roller in dissipating wave energy in the surf zone. During the field experiment, the surf similarity parameter ranged from 0.1 to 0.3 characterizing the dominance of spilling waves which justifies the choice to use a roller model. Thus, according to the works of Ardhuin [2005] and Smith [2006], and defining $\bar{U}$ as the mean depth-averaged velocity vector and $\bar{z}$ as the mean free surface elevation, the hydrodynamic system of equations can be written as follows (the different stages to obtain these equations with the roller contribution are detailed in Appendix A):

$$ \partial_t \zeta + \partial_x U_i = -\partial_x \bar{Q}_i $$

(2)

$$ \partial_t U_i + U_i \partial_x U_i + g \partial_z \zeta = -\partial_x \bar{J} + \frac{D_i k_i}{\sigma_i \rho h} + \frac{\bar{Q}_i}{h} [\partial_t U_i - \partial_x U_i] + \frac{H_i}{\rho h} \bar{r} $$

(3)

where $t$ is time, $g$ is the gravitational acceleration, $\rho$ is the fluid density, $h$ is the mean water depth, $H_i$ is the lateral turbulent shear stress and, $\tau^s_i$ and $\tau^r_i$ are the surface and bottom shear stresses, respectively. Finally, defining $k_i$ as the wave number and $\sigma_i$ as the relative frequency, the terms related to the waves (superscript $w$ for the wave-organized motion and superscript $r$ for the roller) can be described as mass transport of unbroken and broken waves $Q^w_i$ and $Q^r_i$, respectively:

$$ \bar{Q}_i = Q^w_i + Q^r_i = (E^n + E^r) \frac{k_i}{\rho c k} $$

(4)

and the irrotational contribution to radiation stresses $J^w$ and $J^r$:

$$ \bar{J} = J^w + J^r = \frac{E^n}{\rho h} \left( \frac{c_n^e}{c} - \frac{1}{2} \right) + \frac{E^r}{2 \rho h} $$

(5)

with $E^n$ and $E^r$ the organized wave motion and roller energy, respectively, $c$ and $c^e$ are the phase and group celerities, respectively, $\rho_c$ is the mass density of the roller and $A_r$ is the area of the roller computed with the following balance equation: $\partial_t E^r + \partial_x [E^r (U_i + c)] = D^w - D^r$, where $D^w$ is the wave energy dissipation computed according to Battjes and Janssen [1978]. The wave energy is classically defined as $E^w = \rho g H_{rms}^2 / 8$, and the roller energy is evaluated with the formulation proposed by Stive and De Vriend [1994] and Dally [2001], that is, $E^r = \rho g A_r / T_m$. The roller energy dissipation is given by $D^r = g \beta_p E^r / c$ [Dally and Brown, 1995; Dally, 2001] with $\beta_p$ a constant set to 1.

[16] The surface and bottom friction are given by

$$ \tau^s_i = \rho \ 0.0015 \ ||\bar{U}^wind|| U_i^{wind} $$

(6)

$$ \tau^r_i = \frac{2}{\pi} \rho \ C_f \ ||\bar{U}^w|| U_i $$

(7)

where $U^{wind}$ is the wind velocity at 10 m and $U^w$ is the wave orbital velocity magnitude. The friction coefficient $C_f$ is set to 0.006.

[17] Defining $v_{t,i}$ as the horizontal turbulent eddy viscosity coefficient, the mixing term $H_i$ is parameterized as

$$ H_i = \partial_i \bar{D}(v_{t,i} \partial_i U_i) $$

(8)

According to Battjes [1975], the wave breaking is the main process governing the mixing in the surf zone. In addition,
considering small scale eddies associated to submesh processes, the global turbulent eddy viscosity $\nu_{t,i}$ coefficient is computed as follows:

$$\nu_{t,i} = M \frac{D_w^{1/3}}{\rho} + f_v 0.01 \Delta_x^{15}$$

where $M$ is a constant set to 7, $f_v$ is 3 m$^{0.85}$/s and $\Delta_x$ is the spacing in the $i$ direction.

To account for tide level variations, the signal recorded by the ADCP-2 (denoted $H_t$ in Figure 2a) is imposed at the offshore boundary. Periodic lateral conditions are used. Thus, only a cross-shore propagation of the tide is modeled in this approach. Finally, a constant hydrodynamic time step of 0.8 s is used to solve the nonlinear shallow water equations on the same irregular rectangular grid as for SWAN (Figure 1a). To compute the mean currents and to filter the far-infragravity and infragravity current motions, a 20 min averaging is applied to the computed currents.

4. Application to the Biscarrosse Beach

4.1. Wave Simulations

4.1.1. Significant Wave Heights

Figure 3 shows the comparison of the simulated significant wave height with that measured at the two sensors for both constant and time-varying breaking parameter. Results show that wave heights are significantly overestimated during the energetic event ($H_s > 2$ m) when using the constant default breaking parameter ($\gamma_b = 0.73$). The overestimation reaches 0.7 m for offshore significant wave heights of 2.5–3 m (25%). Using a time-varying $\gamma_b$ improves the model ability to reproduce wave heights in the surf zone. The values of $\gamma_b$ are illustrated in Figure 3d. During the low-energy period (the four first tidal cycles), $\gamma_b$ ranges from 0.5 to 0.75 with a mean value of around 0.6–0.65 while
it remains close to 0.5–0.55 during the energetic event. Table 1 summarizes the root-mean-square (RMS) errors obtained with the two $\gamma_b$ parameterizations for a larger set of sensors. The use of the spatially constant but time-varying $\gamma_b$ improves the results considerably (RMS errors of about 15 cm) with a halving of the RMS errors (about 30 cm with the constant $\gamma_b$). In addition, the correlation coefficients obtained between the data and the model predictions are greater than 0.9.

For the time-varying $\gamma_b$, the results (Figure 3) show that (1) for both low-energy and high-energy conditions the model underestimates the wave heights at low-tide levels and (2) for low-energy waves the model overestimates wave heights around the midtide levels. The third cycle shows a contrasting behavior with a strong overprediction at high tide that is correlated with a significant wind event.

4.1.2. Ratio Between Wave Height and Depth: $\gamma$

Figure 4 shows the time series of $\gamma = H_s/h$ at two representative locations. Similar to previous comparisons of wave heights, the model is in good agreement with field data. During low-energy periods, both constant and time-varying $\gamma_b$ curves fit well with the data while during the energetic event, the use of a time-varying $\gamma_b$ substantially improves the model accuracy. Particularly, the ADV4 recordings (Figure 4b) highlight a threshold with a value $\gamma = 0.35$. This threshold is well represented with the variable $\gamma_b$ but is strongly overestimated when using a constant $\gamma_b$ that induces a saturation of $\gamma$ at a value of 0.5. This behavior clearly shows that wave-energy dissipation through depth-induced breaking over a complex bar and rip morphology cannot be accurately modeled if using a time-invariant breaking parameter $\gamma_b$.

Overall, the wavefields predicted by SWAN using a spatially constant and time-varying breaking parameter are in good agreement with the data obtained during the field experiment for both low-energy and high-energy periods. The RMS errors are on the order of 15 cm, which is reasonably low to subsequently investigate the topographically controlled wave-driven circulations.

4.2. Hydrodynamic Simulations

4.2.1. Offshore Mean Currents

Wave and flow data were acquired outside the surf zone throughout the experiment by ADCP-2 deployed offshore of the crescentic subtidal outer bar (Figure 1a). The comparison between these (depth-averaged) mean flow data and the model results is given in Figure 5. For the crossshore mean velocities (Figure 5a), the order of magnitude is well reproduced with currents lower than 5 cm/s and a clear tidal signal. For energetic conditions, weak offshore currents (undertow of about 15 cm/s) due to wave breaking over the outer bar are modeled, while no undertow is present in the measured sample. Figure 5b illustrates the major impact of wind on the alongshore currents. The data-model agreement improves significantly when wind is taken into account. Hence, only the simulations accounting for wind stresses are presented below. Of note, the tide signal is weakly visible (Figures 5b and 5c).

To investigate the hydrodynamics above the outer bar during the full campaign, Figure 6 details the temporal evolution of the modeled cross-shore currents along an alongshore profile, located offshore of the outer bar (Figure 6a). During low-energy conditions, when waves do not break across the outer bar, flows are characterized by weak tide-induced

Table 1. RMS Errors Between the Significant Wave Height Measured and the Modeled

<table>
<thead>
<tr>
<th>Sensors</th>
<th>S4</th>
<th>ADV4</th>
<th>PS1</th>
<th>PS2</th>
<th>PS3</th>
<th>PS4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant $\gamma_b$</td>
<td>29 cm</td>
<td>33 cm</td>
<td>27 cm</td>
<td>22 cm</td>
<td>15 cm</td>
<td>20 cm</td>
</tr>
<tr>
<td>Variable $\gamma_b$</td>
<td>14 cm</td>
<td>16 cm</td>
<td>16 cm</td>
<td>14 cm</td>
<td>11 cm</td>
<td>17 cm</td>
</tr>
</tbody>
</table>

Figure 4. Time series of $\gamma$ at (a) S4 and (b) ADV4. Black dots represent the measurements; the dashed line with squares (circles) illustrates the model results for a time-varying (constant) breaking parameter.
currents. With increasing offshore wave heights, waves break across the outer bar inducing a large offshore wave-driven circulation with onshore-directed currents across the crescent horn and offshore currents across the crescent bay. Figure 6c shows the strong alongshore variability of the cross-shore currents during the energetic conditions. Particularly, offshore (onshore) currents are weaker (stronger) at 50 m northward of the ADCP-2 (inducing better comparisons with the data in Figure 5).

4.2.2. Rip Current Behavior on a Mesotidal-Macrotidal Beach

[25] Figure 7 shows both the cross-shore and the along-shore components of the 20-min-averaged currents for the three locations of the S4 current meter (on the edge of the rip neck) and the ADV4 (southern feeder). For both the cross-shore and the alongshore directions and also for both the S4 and the ADV4, the flow behaviors are qualitatively reproduced by the model.

[26] Rip and feeder currents during the low-energy period are characterized by (1) strong mean currents (>0.4 m/s) between low and midtide with a maximum value reached between low and midtide and (2) weak currents between midtide and high tide (<0.05 m/s). This intense tide modulation is well predicted by our approach (RMS error less than 0.1 m/s and correlation coefficients in the order of 0.6–0.85 except for the alongshore currents at the S4 location where the correlation coefficient is of 0.25). When the S4 was deployed close to the rip neck (S4-1), both data and model results show the presence of a strong rip current (reaching 0.75 m/s) despite reasonably low-energy wave conditions ($H_s < 1$ m). At S4-2 and S4-3 locations (on the edge of the bar), the results (data and model in Figure 7b) indicate onshore-directed currents for low tide levels. With increasing tide levels from low to midtide, the breaking line shifts onshore and both measurements and model results show offshore-directed currents (rip currents). For the alongshore

Figure 5. Time series of offshore 20-min-averaged currents (depth-averaged) at the ADCP-2 location. Time series of (a) offshore wave height (solid line) and tidal elevation (dashed line) and (b) cross-shore 20-min-averaged and depth-integrated velocity measured (black dots) and modeled without wind surface stresses (circles) and with wind surface stresses (squares). (c) Time series of 20-min-averaged and depth-integrated alongshore velocity. By convention, positive (negative) cross-shore currents indicate onshore- (offshore-) directed currents and positive (negative) alongshore currents indicate northward (southward) directed currents.
currents (Figures 7c and 7e), overall, the model predictions are good despite a systematic small underestimation of the velocity (Figure 7e).

When energetic conditions occur (from 15 June, 12:00 LT), strong offshore-directed currents are measured by both the S4 and the ADV4. The model underestimates this behavior with only weak offshore-directed currents (RMS errors <0.20 m/s and correlation coefficients of 0.4–0.7). During the first energetic cycle, the model computes onshore currents when the data show the presence of offshore currents (Figure 7d). On the one hand, these results point out the potential difficulties to model strong undertow with a depth-averaged approach where the vertical variability of the currents is not taken into account (see existing 3D modeling investigations of rip currents by Haas et al. [2003], Reniers et al. [2009], and Haas and Warner [2009]). On the other hand, the alongshore currents (Figures 7c and 7e) are well reproduced by the model. Finally, results obtained 3–4 grid meshes northward of the ADV4 location show better agreement with the data (Figure 10c; flow field during the energetic event with the presence of offshore directed currents northward of the ADV4), which suggests the potential impact of the bathymetry on obtaining good flow predictions. It illustrates the efficiency of the model to reproduce qualitatively the complex dynamics of rip currents even during an energetic event.

Both the model and the data highlight the asymmetric behavior of the currents between the rising and the falling tide (Figures 7b and 7d). During the low-energy period, for similar offshore wave conditions, results at the S4 location show more intense rip current during the decreasing tide. In contrast, the ADV4 (onshore currents) shows lower onshore currents during the decreasing tide than during the rising tide.

5. Analysis of Rip Current Circulation Generation

5.1. Source Terms of the Momentum Equations

As explained in section 3, the wave forcing in the momentum equations is composed by three driving source terms in equation (3): (1) $-\partial_j J$, (2) $D_k \partial_j \sigma_k \bar{h}$ and (3) $(\bar{Q}/\bar{h}) (\partial_i U_j - \partial_j U_i)$. Figure 8 displays the spatial distributions of the intensity and directions of each term for offshore shore-normal waves with $H_s = 1$ m and $T_p = 9$ s. The first source force (irrotational), mainly linked to $H_s^2$, is directed seaward offshore of the breaking point due to the shoaling and onshore in the surf zone (Figure 8a). Further inshore, this term is directed from the edge of the bar to the rip neck due...
**Figure 7.** Time series of (a) offshore wave height (solid line) and tidal elevation (dashed line), (b) 20-min-averaged cross-shore current at S4-1, S4-2 and S4-3, (c) 20-min-averaged alongshore current at S4-1, S4-2 and S4-3, (d) 20-min-averaged cross-shore at ADV4, (e) 20-min-averaged alongshore at ADV4. In Figures 7b–7e the data are represented by black dots and model results are represented by the dashed line with squares. By convention, positive (negative) cross-shore currents indicate onshore-(offshore-) directed currents and positive (negative) alongshore currents indicate northward (southward) directed currents. The two shaded areas define two different rip behaviors: tidal modulation for low-energy waves and undertow during energetic conditions.
to wave refraction. The second term, which is driven by the energy dissipation, is significant above the bar where waves break and almost vanishes in the rip channel (Figure 8b). In addition, this term follows the wave propagation rays. Finally, the last term (called vortex force) is only persistent at the rip edges and is directed from the channel to the edges. While this source is smaller than the two previous ones, it tends to compensate the first term and to strengthen the jet as it was suggested by Ardhuin [2005]. The formulation used herein provides a decomposition of the driving source forces to interpret wave-induced currents and circulations.

5.2. Vorticity Theory

[30] Previous studies [Bühler, 2000; Bühler and Jacobson, 2001] presented a general theoretical analysis of wave-driven currents and vortex dynamics due to dissipating waves. In the present approach, as it is defined in equations (2) and (3), irrotational and rotational terms are clearly dissociated (which is not the case when considering the radiation stress approach). According to the previous works of Bruneau et al. [2008] and Bonneton et al. [2010] and
Figure 10. Snapshots of the vorticity forcing term calculated from the modeled wavefield (Figures 10a, 10c, and 10e) and the computed 20-min-averaged vorticity and currents at three contrasting moments (Figures 10b, 10d, and 10f) on (a and b) 14 June at 08:30 LT (UT + 2), (c and d) 14 June at 10:30 LT (UT + 2) and (d and e) 15 June, at 17:50 LT (UT + 2). Black arrows indicate cell separation distance or cell cross-shore extension and dotted green curves, Figures 10b–10d, give the rip width.
neglecting the friction term (that is around one order of magnitude lower than the two others in the surf zone), we can derive the mean vorticity  
\[ \omega = \frac{1}{r} U \cdot e_z \]
conservation equation (only along the vertical in a two-dimensional approach) that reads:

\[
\partial_t \omega + \nabla \cdot \left[ \left( \nabla \times U \right) \cdot e_r \right] = \left( \nabla \times \frac{D^r}{\sigma_r \rho H} \right) \cdot e_z + \left( \nabla \times H_l \right) \cdot e_z \quad \text{(10)}
\]

According to the linear theory, the first term of the right-hand side can be simplified to \( \nabla \times \left( \frac{D^r}{\sigma_r \rho H} \right) \cdot e_z \). For a constant eddy viscosity coefficient \( \nu_t \), the second source term of equation (10) can be rearranged into a turbulent diffusion term \( \nu_t \nabla^2 \omega \). The two terms of the right-hand side describe the production and the dissipation of mean vorticity, respectively. The production term is only active in presence of breaking waves, when the gradient of dissipation is not collinear with the wave propagation direction. Figure 9 presents both the eddy turbulent diffusion term and the term linked to the wave dissipation, which are of the same order of magnitude. The two terms in the left-hand side of equation (10), the local variation of the vorticity and advection, are small when the other two terms are active (not shown). Hence, the two main terms compensate more or less one another and the forcing term associated with the wave dissipation controls the mean flow vorticity. As the wave dissipation forcing term is the source of the vorticity, this modeled forcing and vorticity terms have good correlations (>0.7 and close to 1 near the rip edges).

This formulation is a simple and efficient tool to investigate the generation of circulation cells in the surf zone, such as rip currents. This approach proved its efficiency to understand vortical motions of a rip current above an idealized bar and rip morphology [Bonneton et al., 2010].

Figure 11. Example of rip current enlargement with increasing tide levels for a typical wave climate, \( H_s = 1 \text{ m} \), \( T_p = 9 \text{ s} \) with a shore-normal incidence. Snapshots of the significant wave heights (Figures 11a and 11c) and the modeled vorticity forcing term superimposed on the modeled velocity field at two different instants (Figures 11b and 11d) for (a and b) low-tide \( H_t = 0.75 \text{ m} \) and (c and d) low-tide/midtide \( H_t = 1.75 \text{ m} \). Black arrows indicate the significant wave height gradients, and the large dash–dotted line indicates the position where waves start to break. Dashed green curves show the rip width.
In the present work, we focus on a complex field bar and rip morphology (Biscarrosse field experiment presented above), both to investigate the validity of equation (10) and to improve our knowledge on the generation of wave-driven circulation in a high-energy rip current system.

5.3. Application to Biscarrosse Beach

The theory detailed in section 5.2 is now applied to the Biscarrosse experiment to analyze the behavior of the forcing term \( \nabla \times \left( \frac{D}{D} \hat{k} \right) \cdot \vec{e}_z \) and its impact on the mean wave-driven circulations for different wave and tide conditions. Figure 10 describes three different forcing conditions: (1) at midtide, for low-energy waves, 14 June at 08:30 LT (UT + 2) (Figures 10a and 10b), (2) at low tide, for low-energy waves, 14 June at 10:30 LT (Figures 10c and 10d) and (3) close to high tide with energetic waves, 15 June at 17:50 LT (Figures 10e and 10f). In Figure 10c, the distance between the two vorticity cells is very small inducing a narrow and intense rip current (around 30 m wide, Figure 10d). With increasing tide levels (Figure 10a), the distance separating the two main cells increases, widening the rip throat (around 90 m wide, Figure 10b). Finally, Figures 10e and 10f show a cross-shore extension of the forcing term cells due to both the high-tide level and a larger surf zone (energetic waves). These extended and narrow shapes tend to illustrate the weak character of the rotational nature of mean currents with a low alongshore variability which characterizes the presence of undertow.

5.4. Main Predicted Behaviors of the Rip Current

To investigate in depth the physical processes driving rip current circulations, we consider a typical low-energy condition (\( H_t = 1 \) m, \( T_p = 9 \) s and a shore-normal incidence). As the rip current is not active at high tide for this low-energy wave forcing [Bruneau et al., 2009a], only two tide levels are investigated here: a low-tide level (\( H_t = 0.75 \) m)
and a low tide/midtide level \((H_t = 1.75 \text{ m})\). Figure 11 details both the wavefield \((H_s)\) and the mean vorticity forcing term with superimposed mean currents. At low tide, when sandbars are not submerged, waves mostly break offshore of the bar and rip morphology. Wave refraction close to the bar is weaker (Figure 11a), but an important alongshore gradient of \(H_s\) is present between the rip channel and the edges of the bars (Figure 11a) that induces two circulation cells. The centers of these circulations are close and they are located in the edge of the rip current system. The flows are drained from the shoals to the deepest part of the rip channel through a narrow jet (Figure 11b, 40 m wide and rip currents of 0.41 cm/s).

[34] For higher tide levels (mid tide), when sandbars are submerged, wave refraction is stronger over the bar and rip morphology (Figure 11c) but alongshore gradients of \(H_s\) are weak. Both the distance between the two cells and the intensity of the forcing term increase. Hence, the rip current widens and its velocity increases (Figure 11d, 80 m wide rip currents of around 0.48 cm/s).

[35] Figure 12 details the spatial evolution of the mean vorticity forcing term during a full tide cycle for low-energy conditions. Except at low tide, the maximum rip current intensity is located between the two extrema of the forcing term (but not systematically in the middle). Even though the rip current maximum is always located close to the most significant extremum, no clear correlation was found between maximum rip current locations and the forcing term intensity. With increasing tide levels, the forcing term cells extend in the cross-shore direction. The maximum rip current magnitude increases from low tide to low-tide/midtide levels (compare Figure 13a, black curve) and subsequently decreases rapidly when waves break onshore of the bar and rip morphology. In the meantime, the intensity of the forcing term also decreases. Both maximum rip current magnitudes and characteristics of the vorticity forcing term are illustrated in Figure 13 as a function of the tide level for low-energy shore-normal waves (Figure 13a, \(H_t = 1 \text{ m}\)) and more energetic waves (Figure 13b, \(H_t = 2 \text{ m}\)). Figure 13 shows the strong correlation between the rip current magnitude and the gradient between the maximum and the minimum of the forcing term (correlation greater than 0.95, except for the energetic wave conditions; Table 2). For low-energy conditions, the occurrence of maximum rip current between low tide and midtide is well predicted by the min/max gradient of the forcing term. For a more energetic event, the peak of the gradient is obtained for a higher tide level than the maximum rip current magnitude. The correlation coefficients for the min/max gradient are very good (correlation > 0.95) except for the shore-normal energetic conditions (0.45). In addition, the quality of the correlation coefficients (between the modeled forcing term and the modeled vorticity field) is not affected by wave direction or period at the offshore boundary (Table 2).

[36] These examples illustrate the potential of the formulation proposed above. From a computed wavefield on a given morphology, it is possible to investigate the shapes of the circulations and some characteristics of the rip current such as its location, its width and its extension. The good correlations obtained between the maximum rip current and the min/max deviation demonstrate the capacity of the approach to characterize the intensity of rip currents. The proposed model provides a useful and simple tool to investigate the vortical motions. Thus, computing the vertical vorticity conservation equation from a wavefield

**Table 2. Correlation Coefficient (CC) Between the Rip Current Magnitudes and the Gradient Max-Min of the Forcing Term**

<table>
<thead>
<tr>
<th>(H_t) (m)</th>
<th>(T_p) (s)</th>
<th>Wave Type</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>shore-normal</td>
<td>0.98</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>shore-normal</td>
<td>0.97</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>shore-normal</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>shore-normal</td>
<td>0.45</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>15° incidence N</td>
<td>0.95</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>15° incidence S</td>
<td>0.99</td>
</tr>
</tbody>
</table>
6. Conclusions

[37] In this paper, a modeling strategy based on the depth-averaged and time-averaged momentum equations accounting for roller contribution was presented and applied to an evolving rip current system at the mesotidal-macrotidal Biscarrosse Beach. Computed wave heights and wave-driven currents show good agreement with field data using the spatially constant and time-varying breaking parameter suggested by Smith and Kraus [1990].

[38] In addition, we derived a conservation equation of the vertical vorticity of the mean wave-driven currents. This equation shows that the vorticity forcing term $(\nabla \times \{Df(\sigma, \rho h) \hat{k}\}) \cdot \varepsilon_z$, due to spatial gradients in broken-wave energy dissipation, is the only major source of topographically controlled wave-driven currents. This term allows a straightforward qualitative prediction of some rip current characteristics such as its width, location, cross-shore extension or intensity. Good correlations are found between maximum rip current intensity and the gradient between the maximum and the minimum of the forcing term. Therefore, spatial gradients in depth-induced broken-wave energy dissipation determine both the strength and the sign of the rip current system rotational nature. Thus, computing this simple vertical vorticity conservation equation from a wavefield provides straightforward information on rip current circulations that was difficult to interpret through the traditional radiation stress approach.

Appendix A: Nonlinear Shallow Water Equations

[39] This appendix details the derivation of equations (2) and (3) given in section 3.2. The following is from the work by Smith [2006], where the roller distribution was included. Neglecting the Coriolis forces, the basic system of equations to solve the hydrodynamics in the surf zone, according to Phillips [1977] and accounting for the roller contribution [Dally, 2001], is given by

$$\partial_t \zeta + \partial_t \overline{U_i} = -\partial_t \hat{Q}_i$$  \hspace{1cm} (A1)

$$\partial_t U_i + U_j \partial_j U_i + g \partial_t \zeta = - \frac{1}{\rho h} \partial_t (S_{ij} + R_{ij}) - \frac{1}{\rho h} \partial_j [\overline{U_j \hat{Q}_i}] - \frac{\hat{Q}_i}{h} \partial_j U_i + \frac{H_i}{\rho h} + \frac{\tau_i^g - \tau_i^h}{\rho h} - \frac{1}{h} \partial_j \hat{Q}_j$$  \hspace{1cm} (A2)

where the radiation $S_{ij}$ and roller $R_{ij}$ stresses are expressed as

$$S_{ij} = E^2 \left( \frac{k_i k_j c}{k^2 c} + \delta_{ij} \left( \frac{c^4}{c} - \frac{1}{2} \right) \right) = \rho Q_i^w c^2_i + \rho h p^w \delta_{ij}$$  \hspace{1cm} (A3)

$$R_{ij} = c \left( \frac{\partial \hat{A}^w}{T} \right) \left( \frac{k_i k_j c}{k^2} + \delta_{ij} \frac{c^2}{2} \right) = \rho Q_i c_j + \rho h p^w \delta_{ij}$$  \hspace{1cm} (A4)

respectively, in which $J^w$ and $J'$ are defined as in equation (5). These decompositions are integrated into (A2) that becomes

$$\partial_t U_i + U_j \partial_j U_i + g \partial_t \zeta = - \frac{1}{\rho h} \left( \partial_t (Q_i^w + Q_i^r) + \partial_j \left( Q_i^w \left( \frac{c_i^2}{c} + U_j \right) + Q_i^r (c_j + U_j) \right) \right)$$

$$- \frac{Q_i^w + Q_i^r}{h} \partial_j U_i = - \frac{1}{\rho h} \left( h [J^w + J'] \right) + \frac{H_i}{\rho h} \frac{\tau_i^g - \tau_i^h}{\rho h}$$  \hspace{1cm} (A5)

[40] Using the definitions of $Q_i^w$ and $Q_i^r$, the term WADBE can be developed as follows:

$$\text{WADBE} = \frac{1}{\rho} \left[ E^w + E^r \right] \partial_t k_i + \left( E^w \frac{c_i^2}{\sigma_r} + E^r (c_j + U_j) \right) \partial_j k_i$$

$$+ \frac{k_i}{\rho} \left[ \frac{H_i}{\rho h} \frac{\tau_i^g - \tau_i^h}{\rho h} \right]$$  \hspace{1cm} (A6)

[41] The second part of (A6) highlights the wave action density equation due to both wave-organized motion and roller contribution (assuming that the relative frequency varies smoothly in time and space):

$$\partial_t \left( E^w + E^r \right) + \partial_j \left( E^w \frac{c_i^2}{\sigma_r} + E^r (c_j + U_j) \right) + \partial_j \left( E^w \frac{c_j}{\sigma_r} \right) = - \frac{D_r}{\sigma_r}$$  \hspace{1cm} (A7)

Using the irrotationality of the wave number, the wave crest conservation equation [Mei, 1989] is written

$$\partial_k k_i + \left( c_i^2 + U_j \right) \partial_j k_i = -k_i \partial_t U_j - \partial_k \sigma_r \partial_t \overline{U_j}$$  \hspace{1cm} (A8)

Thus, introducing (A7) in (A5), using the wave crest conservation equation (A8) and assuming that the wave velocity is equal to the group velocity (this approximation is verified in the surf zone), equation (A5) becomes

$$\partial_t U_i + U_j \partial_j U_i + g \partial_t \zeta = \frac{k_i D_r}{\rho \sigma_r} \left( \frac{E^w + E^r}{\sigma_r} \right) \partial_k \sigma_r \partial_t \overline{U_j}$$

$$+ \frac{Q_i}{h} \left[ \partial_j U_j - \partial_j \overline{U_j} \right] - \frac{1}{h} \partial_j \left( \nabla U_j \right)$$

$$+ \frac{H_i}{\rho h} + \frac{\tau_i^g - \tau_i^h}{\rho h}$$  \hspace{1cm} (A9)

The dispersion relation enables the treatment of

$$E^w + E^r \partial_k \sigma_r = E^w + E^r \frac{k}{h} \left( \partial_k \sigma_r - \frac{\sigma_r}{2k} \right) = E^w + E^r \left( \frac{c^4}{c} - \frac{1}{2} \right)$$

$$= \rho (J^w + J')$$  \hspace{1cm} (A10)
[42] Finally, after a last simplification, the system of equations reads
\[
\partial_t Q + \partial_x U = -\partial_y \tilde{Q}
\]  
\[
\partial_x U_i + U_j \partial_x U_j + g \partial_z \tilde{U}_i = -\partial_y \tilde{U}_j + \frac{\partial k_i}{\sigma_{ij}} + \frac{\tilde{Q}}{\tilde{h}} (\partial_x U_j - \partial_y U_i)
\]  
\[
+ \frac{\partial k_j}{\sigma_{ij}} - \frac{\partial}{\rho} (\partial_x U_j - \partial_y U_i)
\]
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