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Abstract

We present finite-element numerical simulations of seismic wave propagation in non linear inelastic geological media.

We demonstrate the feasibility of large scale modeling based on an implicit numerical scheme and a nonlinear con-

stitutive model. We illustrate our methodology with an application to regional scale modeling in the French Riviera,

which is prone to earthquakes. The PaStiX direct solver is used to handle large matrix numerical factorizations based

on hybrid parallelism to reduce memory overhead. A specific methodology is introduced for the parallel assembly in

the context of soil nonlinearity. We analyse the scaling of the parallel algorithms on large-scale configurations and we

discuss the physical results.

Key words: seismic numerical simulation, finite-element method, parallel sparse direct solver, nonlinear soil

behaviour.

1. Introduction

Numerical simulations of seismic wave propagation are an important tool for risk mitigation and assessment of

damage in future hypothetical earthquake scenarios. The literature about earthquake modeling and three-dimensional

site amplification based on an elastic behavior of the soil is abundant (e.g. [1], [2]). These simulations take into

account the effect of topography, but an important issue that is not addressed in these articles is the use of a nonlinear

constitutive law to describe the inelastic behavior of the soil. Using such a law leads to several difficult problems from

a numerical point of view and this problem is not often addressed in the literature, in particular in the case of very

large-scale problems on thousands of processors. Another important aspect is to use a fully 3D basin model and not

a very simplified model consisting of flat layers for instance. Starting from a classical and robust numerical approach

called the initial stress method [3, 4], we build a robust parallel methodology to tackle this problem. We overcome

two classical limitations for large scale modeling: First of all we consider the memory overhead coming from the

sparse direct solver generally used for this class of problems. By using an MPI-thread implementation of the PaStiX1

linear solver [5], we get a maximum gain of a factor of 6. The second bottleneck is the load-balancing owing to the

fact that the nonlinearity is not evenly distributed in space nor in time. We use a suitable two-level algorithm mixing

a graph-coloring algorithm for the upper nonlinear layer and a classical mesh partitioning approach for the rest of the

domain we obtain a speedup of 3.6x in terms of elapsed time. We analyse the scaling of our algorithms on up to 1024

processors and we apply them to a model of the French Riviera in France [6].
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2. Related work

For three-dimensional geological structures, several numerical methods can be used to solve the seismic wave

equation. Finite-differencemethods (FDM) [7], finite-element methods (FEM) [8], spectral and pseudo-spectral meth-

ods [9], and spectral-element methods (SEM) [10] have been used in the last decades. From a numerical point of view,

finite differences approach are limited by the number of points required to accurately sample the wavelength, which

leads to a very large mesh and large memory consumption in the case of realistic 3D problems. Pseudo-spectral

approaches with Chebychev or Legendre polynomials partially overcome these drawbacks, but it is uneasy to take a

complex geometry into account because of the need to map the domain of interest smoothly to a rectangular reference

grid. Another possibility is to consider the variational form of the equation. Finite-element methods and spectral-

element methods are based on this approach with the use of high-order polynomials for the approximation in the case

of SEM. In the case of complex geometry, one of the main advantages is that the free surface condition is naturally

taken into account. Moreover, the spectral-element method provides a significant improvement in terms of accuracy

and computational efficiency. The frequency domain approach is also used in geophysics, especially for inverse prob-

lems in the acoustic case (e.g. [11], [12]), but far more often the problem is solved in time (for most direct problems

and also for inverse problems in the more complex elastic, viscoelastic or poroelastic cases (see e.g. [13], [14]).

For very large-scale problems most of the published literature in the last decades is in time, not in frequency. Some

software packages designed for earthquake engineering and local site amplification analysis are based on a frequency

domain approach but generally under the strong assumption of linearity of the material behavior; this is for instance

the case of MISS3D2. In our case, the time-domain is more suitable than the frequency-domain approach because we

consider a very large-scale nonlinear problem to estimate local site amplification coming from the nonlinear properties

of the soil as well as topography.

Regarding the seismic wave equation, applications to large-scale modeling with more than a thousand processors have

been reported based either on FDM, FEM or SEM. For instance in [15] the authors present recent and past compu-

tation of strong ground motion in the Tokyo basin in Japan. The computations are carried out on the Japanese Earth

Simulator supercomputer and a high-order finite-difference method is used to solve the equation. Simulations of an

earthquake from the year 1855 with four billions unknowns on 1024 processors are analyzed. In [16, 17], simula-

tions of seismic wave propagation are reported at the scale of the full Earth. The SEM is implemented on the Earth

Simulator supercomputer or on the Marenostrum supercomputer in Spain on respectively 1944 processors and 2166

processor cores. The authors pay particular attention to data locality and mesh partitioning to enhance parallel per-

formance. The feasibility of large scale explicit FEM simulations in seismology has been demonstrated for instance

in [18]. For the Los Angeles basin (USA), the authors describe computations with 3000 processors with good results

in terms of scaling. Mesh adaptivity (AMR - Adaptive Mesh Refinement) has also been considered for large scale

simulations [19]. This approach is rarely used to study the propagation of seismic waves in geological media because

in a geological structure each pressure (P) or shear (S) body wave that propagates across a discontinuity of the model

(for instance the interface between two geological layers, or a fault) can generate up to four waves depending on its

incidence angle of the material properties of the layers, a transmitted P wave, a reflected P wave, a transmitted S wave

and a reflected S wave. These four waves will in turn quickly generate 16 waves when they reach another discontinuity

of the model; and so on. Since geological media are full of interfaces and faults, the model is therefore quickly full

of waves propagating everywhere and it is not efficient to try to track the wavefronts and apply AMR to reduce the

numerical cost in regions that would not contain any wave.

References describing nonlinear simulations with complex constitutive models in three-dimensional geological struc-

tures are not very common. Since the early 70s’, efforts have been mainly devoted to one-dimensional computations,

with the development of several computer programs (e.g. SHAKE [20], CyberQuake [21] among others). Most

of these programs use the equivalent linear approach [22], which deals with a viscoelastic multi-layered soil model.

However, observations frommany recent strong motion events have demonstrated that nonlinear soil behavior strongly

affects the seismic motion of near-surface deposits, resulting in shear wave velocity reduction, irreversible settlements,

and in some cases pore-pressure build-up leading to liquefaction. The equivalent linear approach can not be consid-

ered as a constitutive model able to represent the nonlinear soil behavior and several drawbacks of this approach have

already been listed in literature. On the contrary, using an appropriate nonlinear (e.g., elastoplastic) constitutive model

2http://www.mssmat.ecp.fr/structures/missuk.html
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for soil deposits may permit to reproduce the complex soil behavior under seismic loading and is preferred in recent

analyses. To our knowledge, Xu et al. [23] is the only reference with a study of local site amplification at relatively

large scale in 3D. The simulations described are based on a simplified basin model and the problem size is rather mod-

est. Moreover the explicit numerical method used in that article is difficult to extend to model strong nonlinearities

because selecting the right time step to ensure numerical stability is uneasy [24].

In this article we introduce a parallel methodology for large scale nonlinear modeling of seismic wave propagation.

The article is organized as follows: Section 2 discusses the numerical problem under study; and in Section 3 we

consider the parallel algorithms for the finite-element solver and the PaStiX sparse direct solver. Section 4 describes

our model of the French Riviera. Sections 5 and 6 respectively present an analysis of the parallel performance of our

algorithms and of the physical results.

3. Numerical modeling of seismic wave propagation in inelastic media using a finite-element method

3.1. Governing equations

In a three-dimensionalmedium the equation of motion can be written in terms of the components of the symmetric

Cartesian stress tensor as

ρüi = fi + σi j, j (1)

where ρ is the density of the medium, üi and fi, the ith component of the particle acceleration ü and body force

respectively, σi j, the i jth element of the stress tensor σ. A dot over a symbol indicates a time derivative and a comma

between subscripts denotes a spatial derivative (e.g., ui, j = ∂ui/∂x j). A summation convention over repeated subscripts

is assumed. The weak form of equation (1) is obtained using the virtual work principle over domain V with boundary

Γ (e.g. [3]) as:

∫

V

δǫT : σdV −

∫

V

δuT . fdV −

∫

Γ

δuT .tdΓ = 0 (2)

where V and Γ are the volume and the surface area of the domain under study, respectively. δǫ is the virtual strain

tensor related to the virtual displacement vector δu, f is the body force vector and t is the traction vector acting on

Γ. T denotes the transposed symbol. Equation (2) is valid for linear as well as nonlinear stress-strain relationships.

Within a Galerkin formulation, we consider that the the basis functions used to express test function δu is the same as

that used to express the unknowns displacement field.

3.2. Absorbing boundary conditions - Paraxial elements

In order to avoid wave reflections at the boundaries of the domain, paraxial elements are used on these boundaries.

We use the simple approximation introduced by [25] such that the stress applied by a wave impinging on a boundary

(generally noted t in Equation (2)) is approximated by

t(x1, x2, x3, t) =

















−ρβ∂tu1
−ρβ∂tu2
−ρα∂tu3

















. (3)

where (x1, x2, x3) is the local coordinate of a paraxial element and α and β are the P and S-wave velocity, respectively.

For this approximation, the elastodynamics dispersion relation is well approximated only when the direction of prop-

agation of the wave is close to the normal of the edge of a paraxial element, or at high frequency [26]. Let us mention

that better absorbing boundary conditions have been developed such as CPML [27] but are still not included in our

the code.

3.3. Nonlinear constitutive model

Two broad classes of soil models are used in the literature:

• equivalent linear models, based on a viscoelastic constitutive model.

• cyclic nonlinear models, based mainly on an elastoplastic constitutive model.
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The equivalent linear approach is most commonly used in practice. It assumes that a multi-layered soil subjected

to a symmetric cyclic shear loading exhibits a hysteresis loop (see Figure 1, e.g. [28]), which relates the shear stress τ

to the cyclic distortion γ. This hysteresis loop is first characterized by the secant shear modulusGsec, which represents

the loop inclination:

Gsec =
τc

γc
(4)

where τc and γc are the shear stress and shear strain amplitude, respectively. The loop area Aloop represents the energy

dissipation and is conveniently described by the damping ratio ξ, given by:

ξ =
1

2π

Aloop

Gsecγ2c
(5)

ParametersGsec and ξ are often referred to as equivalent linear material parameters. The equivalent linear procedure

then consists in providingG-γ and ξ− γ curves, expressing the evolution of both parameters with respect to the cyclic

distortion. Such a linear procedure is hence not capable of predicting permanent strains or failure for high seismic

distortion levels. Nevertheless, the same assumption allows a very efficient class of computational models to be

used for earthquake engineering. On the contrary, cyclic nonlinear models, which mainly considered an elastoplastic

Figure 1: Definition of parameters of an equivalent linear model.

constitutive behavior for soil deposits, are able to reproduce the intrinsic complex features of soil behavior under

seismic loading in a wide range of shear strains, namely from 10−6 to 10−2, such as stiffness degradation, irrecoverable

displacement, volumetric strain generation, etc. The use of models based on the elastoplasticity theory is more suitable

than an equivalent-linear approach as they represent a rational mechanical process. A variety of nonlinear models

have been developed for this purpose, which are characterized by a backbone curve and a series of rules that govern

unloading-reloading behavior. More details on such models can be found for instance in [28]. Some other advanced

constitutive models use the critical state concept, with one or more yield stress conditions depending on the loading

type (monotonous or cyclic), represented as yield surfaces in the stress space, in order to describe the limit between

linear elastic and inelastic domain behavior. Some models also propose progressive mobilization of plasticity through

strain hardening mechanisms and specific flow rules that relate the plastic volumetric and shear strain rates to the

stress state through plastic multipliers see (e.g.,[29, 30] among others).

In such advancedmodels, parameters should be chosen such that they are closely related to the rheology that describes

the material properties at various strain levels. In some cases these rheologicalmodels do not necessarily have physical

parameters. Sometimes there are indirect parameters that cannot be measured in the laboratory. Thus, one of the

obstacles in using such models is the difficulty in identifying their parameters. In addition, the lack of knowledge

of soil properties is common in seismic studies and a complete geotechnical description of a site is very rare. In

this study, we use a rigid-perfectly plastic model (the so-called Mohr-Coulomb model), in order to circumvent these

4



difficulties. Figure 2 (left) shows the yield surface in the Mohr plane, characterized by the cohesion c and the internal

friction angle ϕ. Figure 2 (right) describes the shape of a hysteresis loop in the plane γ - τ. Thus, by using this model,

only two new parameters (i.e., c and ϕ) are needed in addition to the elastic parameters.

Figure 2: Left: Schematic representation of Mohr-Coulomb criteria in the plane σn − τ (i.e., normal stress - shear

stress). The cohesion is defined by the letter c and the limit of elasticity is defined by the straight line τ = σntanϕ + c.

σ1 and σ3 are major and minor principal stress defining the Mohr circle. Right: Schematic representation of the

nonlinear stress-strain constitutive law. Arrows indicate the stress-strain path of a full hysteresis under sinusoidal

cyclic loading. Plasticity arises when the stress state reaches the limit of elasticity of Mohr-Coulomb criteria.

4. The GEFDYN parallel finite element software package

4.1. Parallel implementation strategy

4.1.1. Outline of the computational procedure

In the case of a nonlinear simulation, an explicit numerical scheme could be considered but with the difficulty of

selecting the right time step and controlling the error. Automatic time-stepping selection strategies are described for

instance in [31, 24]; and are based mainly on a trial and error procedure with several global evaluations of the dis-

placement vector based on different numerical schemes (in order to make sure that different time stepping procedures

give a very similar result, thus making sure that they are all stable and accurate). The very significant additional cost of

computing the displacement vector several times based on different time schemes would severely lower the expected

speedup in our application. Moreover, explicit methods could also drift from equilibrium and become unstable, and a

similar technique would then be needed as a correction.

Our numerical method associated with the parallel resolution of equation (1) is described in Figure 3. The dynamic

nonlinear problem is discretized based on an implicit numerical scheme and the Newmark constant average accel-

eration method. Based on the initial stress method [4], the nonlinear stress-strain relationship is solved with an

incremental formulation. A modified Newton-Raphson loop is introduced with successive evaluations of nonlinear

vector force for the equilibrium iterations. In the context of large-scale computations, one of the main advantages of

our approach is to compute the tangential stiffness matrix only once, at the beginning of the computation.

Re-assembly of the stiffness matrix could accelerate convergence because it corresponds to the full Newton-Raphson

method with quadratic convergence. For instance, with non-associative elastoplasticity, the stiffness matrix (though

initially symmetric) can become non-symmetric because the flow rule is not associative with the yield function and

consequently, non-symmetric solvers are required [3]. This kind of problem is intrinsic to the use of non-associative

elastoplasticity and exists in other domains such as mechanical engineering [32]. In our case, we choose a dilatancy

angle equal to the internal friction angle so that the law is associated (a dilatancy angle different from the internal

friction angle would lead to a non-associative law) and the numerical operator leads to symmetric positive definite
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Figure 3: Computational diagram of the GEFDYN parallel software package. In green we show the iterative Newton-

Raphson phase and in blue the computational phase related to sparse matrix computations.

matrices. However, even if an associative law is used in our simulations to avoid non-symmetric systems, the condi-

tion number of the matrix at the elemental level (defined as the quotient between the largest and smallest eigenvalues

of a matrix) increases owing to the fact that the bedrock is assumed to behave linearly whereas the soft sediments

behave nonlinearly. As a result, when the soft sediments enter a nonlinear regime, their stiffness decreases locally in

the physical domain; which results in locally large condition numbers.

4.1.2. Sparse linear solver

As we compute the tangential stiffness matrix at the beginning of the computation, direct linear solvers are then the

best option because of their ability to compute the factorized matrix once and for all and store the coefficients to later

perform forward and backward substitutions. Iterative solvers have demonstrated their efficiency in several domains,

but finding the suitable preconditionner could require extensive experiments and possibly fail in some cases [33, 34].

Emerging hybrid solvers (e.g. [35, 36]) seem to be a promising alternative. Their numerical efficiency for our class

of problem needs to be investigated. Moreover, their scalability on large-scale applications has not been extensively

studied yet. For instance, one important issue of a hybrid solver is scalability because there is a balance between the

improvement coming from the increase of the number of processor cores (mainly for the part of the problem solved by

direct solvers) and the worsening of the preconditioning phase because of the increase of the number of subdomains

(the interface problem being solved by an iterative approach).

Owing to their robustness, direct resolutions are often used in industrial codes despite their memory consumption and

they are very efficient for problems for which many or multiple right-hand-side solutions are required. In addition, the

factorizations used nowadays in direct solvers can take advantage of the superscalar capabilities of modern processors

by using blockwise algorithms and BLAS 3 primitives (Basic Linear Algebra Subprograms). The efficiency of sparse

direct solvers has been recently demonstrated on thousands of cores [37]. In the case of the PaStiX solver, problem

sizes of 83 millions of unknowns have been successfully handled. In our case the limited knowledge that the geolog-

ical community has of the geological structure of the French Riviera prevents us from refining our model beyond a

6



certain limit and we therefore do not expect to go beyond a problem with 83 millions of unknowns. This remark is

true for the vast majority of three-dimensional sedimentary basin studies focusing on inelastic site effects because the

shape and the structure of the sedimentary basin is often poorly known from a geological point of view.

The performance of the global simulation is driven by:

• The ability to get good performance during the parallel assembly phase. It corresponds to the evaluation of the

nonlinear stress-strain relationship.

• The parallel performance of the sparse matrix computations. This includes factorization as well as forward and

backward solve.

Themethodology introduced in our article is pseudo-explicit in terms of parallel performance because we performonly

a few numerical factorizations (thanks to the modified Newton-Raphson algorithm) and we mainly perform a parallel

vector assembly. The main additional phase is the forward/backward solve that exhibits rather good scalability.

4.2. Parallel assembly

4.2.1. Mesh-partitioning approach

One widely-used strategy to implement parallel finite-element computations is to split the global mesh into sev-

eral chunks distributed over the different computing units. The tradeoff is therefore to balance the number of elements

assigned to each participating processor and to minimize the connectivity between the different subdomains, corre-

sponding to explicit communications during the assembly phase. To perform that, METIS3 [38] or related software

packages are generally used to provide a balanced decomposition. Two different strategies are generally used: node

cut or element cut ([39]). In the first one, the domain is divided based on a cut through the nodes. This leads to

uniqueness of the assignment of elements. On the other hand, the element-cut algorithm is based on duplication of the

elements of the mesh and unique attribution of the nodes to the different subdomains. The total number of elements

computed by the processors is therefore greater than the initial size of the problem.

References [40] and [39], that discuss the performance of these approaches underline the impact of the size of the

domain compared with the number of processors used. For instance, the surface to volume ratio is not favorable

to the element-cut approach as the size of the buffer-zone (halo) required to ensure independent computations per

subdomain will significantly grow with the number of processors. In the context of the element-cut methodology,

the cost of the exchange of contributions could however easily be overcome based on overlapping of communication

by computations. We report results on the parallel behavior of both algorithms for homogeneous and heterogeneous

problems.

4.2.2. Graph-coloring based methodology

The previously described strategies are based on the assumption of equivalent cost for all the elements. The

situation is rather different in our modeling because the geological layers have different constitutive laws associated

with a different CPU cost.

A classical mesh partitioning approach leads to limited performance for this class of problems because the near-surface

sedimentary layer is modeled with more complexity in terms of mechanical behavior (nonlinear) and the deep layers

with less complexity (linear). Even if we assume an equal repartition of the load in the sedimentary layer, a weighted

graph cannot be used because the nonlinear effects are not homogeneous in time or in space. The large number of

references including dynamical load balancing in various areas of computational physics shows the popularity and

the efficiency of such techniques [41]. However we can try to take advantage of the nature and the geometry of the

problem to design another partitioning solution. The key pieces of information needed are the following:

• The deep geological layers exhibit uniform behavior in terms of CPU cost per element.

• Nonlinearity will arise in the sediments layer only, which means that these layers will be responsible for the

load imbalance in the simulation.

3http://glaros.dtc.umn.edu/gkhome/views/metis/
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• Based on physical and geometrical considerations, at the same time step two neighboring points will have a

higher probability to have the same mechanical behavior than two distant points, at the same time step.

The idea is to consider a two-level approach for the decomposition of our problem. For the deepest layer of our

geological model, which represents the main part of the computational domain and which we handle based on a mesh

partitioning strategy, we use classical nonblocking communications fully overlapped by computing the outer elements

(i.e., the edge elements) first, then starting the non blockingMPI calls, and finally computing the inner elements while

the communications are traveling across the network.

The sedimentary layers located near the surface are decomposed based upon graph-coloring of algorithm 1, whose

Algorithm 1 Mesh coloring algorithm.

for i = 1 to total candidate elements do

for i = 1 to total colors do

compute
∑

distance2 for elements marked with current color

compute balancing in case of assignment to current colors

end for

Restriction to the top quarter of the best color in terms of distance.

Pick best color in terms of balancing satisfying previous criteria.

end for

goal is to scatter neighboring elements but also to balance the number of elements between processors. One could

also use more general graph-coloring theory to tackle this problem but the simple algorithm we suggest provides sat-

isfactory results. The main difficulty is to express a tradeoff between balancing the number of elements and honoring

the scattering criterion. Each candidate element for a color is supposed to maximize the distance with all the other

elements marked with this color, the distance being expressed between barycenters. We limit the list of candidate

colors based on a distance criteria to the best top quarter and we pick the most efficient color candidate in terms of

load balancing. This colored partitioning induces a non-overlapping communication scheme because no interior or

frontier elements can be defined.

The MPI Allgather call is used in order to exchange contributions between the different processors (i.e for the near-

surface geological layer, which has a small size compared to the main layer described above). The main reason for

using it comes from the algorithm used, which minimizes the connection between the elements on the same processor

core (as opposed to graph-partitioning libraries such as METIS or SCOTCH4 that are widely used in the literature

to distribute a finite-elements mesh). This means that we maximize the number of communications required to build

the global vector with summation of the relevant contributions. This methodology is satisfactory because we perform

computations on a relatively modest vector size (the memory cost is of the order of tens of megabytes). In such a case,

sending all the contributions to the target processor using point-to-point communications would be far more costly

and with no opportunity for overlap.

The increase of the number of processors involved in the collective communications is balanced by the decrease of

the size of the data to be exchanged. This leads to a nearly constant cost, which is very small compared to the cost

of the computations required to handle the nonlinear constitutive law computations. Figure 4 gives an overview of

the sedimentary layer partitioning with mesh-based method or graph coloring algorithm, the lowest layers are decom-

posed based on the mesh decomposition approach in both cases. This is illustrated on the right panel figure with a cut

showing the linear subdomains. This methodology is efficient because our global algorithm is an explicit-like code

with several evaluations of vector contributions and matrix triangular solves. In case of re-assembly of the stiffness

matrix one needs to move elements between subdomains, which induces an additional cost.

4http://gforge.inria.fr/projects/scotch/
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Figure 4: Top view of the three dimensional domain of computation- Each color represents a processor: classical

partitioning (left) - coloring algorithm with a cut to show the lowerst subdomains (right).

4.3. Main characteristics of the PaStiX parallel sparse direct solver

Solving large sparse symmetric positive definite systems Ax = b of linear equations is a crucial and time-

consuming step that arises in many scientific and engineering applications. As developed in section 4.1.2, direct

solver is a good choice to handle our numerical problem. Past ix solver do not consider the factorization with dy-

namic pivoting but only consider matrices with a symmetric sparse pattern. In this context, the block structure of the

factors and the numerical operations are known in advance and consequently allow the use of static (i.e. before the

effective numerical factorization) regulation algorithms for data distribution and computational task scheduling. We

can therefore develop some efficient algorithms for the direct factorization that exploit very tightly the specificities of

the targeted architecture and we can reach high efficiency in terms of both runtime and memory consumption. Our

solver is based on a supernodal method with a right-looking formulation which, having computed the factorization of

a column-block corresponding to a node of the block elimination tree, then immediately sends the data to update the

column-blocks corresponding to ancestors in the tree. In a parallel context, we can locally aggregate contributions to

the same block before sending the contributions. This can significantly reduce the number of messages for exchanges

between processors in a full-MPI context but leads to a prohibitive memory bottleneck caused by the local aggregation

of contributions, in particular for large 3D problems [5].

On SMP-node architectures, in order to fully take advantage of shared memory, an efficient approach is to use an

hybrid implementation. The rationale that motivates this hybrid implementation is that the communications within

a SMP node can be advantageously replaced with direct accesses to shared memory between processors in the SMP

node using threads. We can thus avoid the local aggregation overhead when a column-blockmodifies another one that

is associated with a processor belonging to the same SMP node; in this case, the update is performed directly in shared

memory without any communication [42]. This implementation efficiently reduces memory consumption because the

memory bottleneck caused by the local aggregation in the full MPI implementation is reduced in a ratio proportional

to the number of threads used in each SMP node. We also observe an improvement of the run-time performance and of

the global scalability for the factorization. However, this hybrid implementation requires an MPI implementation that

is really “thread-safe” as all threads may compute, receive and send messages via MPI for communications involving

threads belonging to different SMP nodes. All these techniques are integrated in a static mapping and scheduling

algorithm based on a combination of 1D and 2D block distributions.

We use MPI for inter-node communication and multithreading for intra-node communication based on explicit thread

programming (for instance POSIX thread). The irregularity and the complexity of the problem prevent us from using

OpenMP directives.
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5. French Riviera model

We simulate seismic wave propagation from a possible seismic source to a local site located within the French

Riviera, and the related ground motion response in the urban area of Nice. Left figure 5 shows a map view of the

study area in which the main city of Nice is surrounded by a rectangle bounding box. A 3-D view of the study area

is shown in the right Figure 5, in which topography has been kept but geology has been simplified. The origin O

of coordinates (x, y, z) is located at latitude/longitude 43.66◦/7.11◦. The positive x axis goes from West to East. The

size of the domain is 30 km x 23km x 10 km. From bottom to top, there are four layers representing the seismological

bedrock (two layers), the engineering bedrock (one layer) and the sediments (one layer). The lowermost seismological

bedrock is supposed to be infinite and the thickness of the other layers is approximately: 900m, 400m and 100m.

Figure 5: 3-D view of the study area with the different geological layers (left). Map view of the study area. The

rectangle shows the approximate size of the city of Nice, France. The epicenter is shown by the star (right).

Bedrocks are assumed to have a linear elastic behavior whereas sediments are modeled using the Mohr-Coulomb

criterion. Parameters that describe the elastic behaviors is presented in Table 1. The nonlinear cohesion parameter is

Material Density (kg/m3) Vp (m/s) Vs (m/s)

Seismological bedrock 1 2200 4330 2500
Seismological bedrock 2 2100 2598 1500
Engineering bedrock 2000 1385 800

Sediments 1800 595 300

Table 1: Elastic parameters of the model.

set to 100 kPa. In order to avoid numerical instabilities within the sediments during seismic simulations, the internal

friction angle (ϕ) is set to zero so that the critical state line shown in Figure 2 is parallel to the normal stress axis.

This choice also allows us to skip the static stress initialization phase generally required before performing dynamic

nonlinear analyses. Moreover, since the appearance of soil nonlinearitiesmay generate high frequencies as reported by

[43], two meshes of the domain have been used to accurately model maximum frequencies of 0.5Hz and 0.6Hz. They

respectively contain 2,470,593 and 5,632,011 degrees of freedom. The earthquake source is modeled by a double-

couple moment tensor (e.g., [44]). Several active faults exist around the French Riviera, we choose the Blausasc

fault whose parameters are: strike = 204◦, dip = 77◦ and rake = 15◦. The shear-wave radiation pattern of this source

mechanism (i.e.; Figure 6) targets directly the city of Nice, which is located along the strike of the fault. The source

coordinates are x = 18.128km,, y = 10.139km and z = −5 km. Its time variation is a hyperbolic tangent function

whose rise time is three seconds such that the maximum energy of the source spectrum is accurately modeled by the

meshes of the domain, as shown in Figure 7. In order to clearly observe the appearance of nonlinearity, we locate

some receivers (also called seismic recording stations) around the maximum intensity of the southwestern lobe of the

shear wave radiation pattern (i.e., close to the city of Nice).
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by the two meshes: 0.5Hz and 0.6Hz, respectively.

6. Parallel performance

6.1. Description of the parallel systems

Three different computing systems are used as experimental platforms. Their main characteristics are described

in Tables 2 and 3. We believe that these architectures are representative of current parallel systems mainly composed

of clusters of SMP nodes. Decrypthon contains IBM P575 nodes. JADE is the largest system we have used, it is an

SGI (ALTIX ICE) system located at the French National Computing Center, CINES/GENCI. Borderline is a linux

system with IBM x3755 nodes. We use Decrypthon, Borderline and JADE platforms for scalability results, and JADE

supercomputer for the memory benchmark, the parallel assembly results and the physical simulations.

Name Number of SMP nodes Number of processors Interconnect

Borderline 10 80 Myri-10G

Decrypthon 16 256 IBM-Federation

JADE 1536 12288 Infiniband

Table 2: Characteristics of the parallel systems that we have used.

Name Processor family Number of processors Cache memory (Mb) Total memory (GB)

Borderline Opteron-2218 8 2 30

Decrypthon Power5 16 36 28

JADE Xeon-E5472 8 12 30

Table 3: Characteristics of the SMP nodes.

6.2. Parallel assembly phase

6.2.1. Node cut and element cut approaches

In this part we present results for the assembly phase, considering classical mesh-partitioning techniques. We

first consider an homogeneous problem; all the geological layers defined have the same mechanical properties and

therefore we evaluate only the performance of the partitioning without any load balancing consideration. Figure 8

summarizes results obtained on JADE up to 1024 processors. The scalability and the imbalance are measured rela-

tively to the performance with 32 processors. We observe a rather good scalability for both approaches with a small
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Figure 8: Relative scalability and load imbalance for node or element cuts in the case of the 0.6Hz mesh.

advantage for the node cut partitioning. This is related to remarks in [39] on the dual nature of these methodologies

and comparable parallel performance in terms of isoefficiency. The halo required in the case of node cut introduces an

imbalance that increases with the number of processors. The connectivity of the mesh and geometrical considerations

explain this behavior with an average of 53% of imbalance on 1024 processors for the 0.6Hz mesh. In Table 4, we

show the ratio of extra computations required for the node cut approach. The price to pay for avoiding communica-

tions during assembly increases with the number of processors. An average of 18% is measured for the smaller case

on 256 processors and 25% for the larger case on 1024 processors. These results underline the severe limitations of

node cut partitioning in terms of load balancing or of extra computations required.

CPU Extra computations (%)

16 3.51
32 5.22
64 7.87
128 11.48
256 17.42

CPU Extra computations (%)

64 6.37
128 9.22
256 13.49
512 18.87
1024 24.98

Table 4: Extra computations for the node cut approach for the 0.5Hz mesh (left) and the 0.6Hz mesh (right).

In Figure 9, we consider a more realistic situation in which the domain is composed of heterogeneous geological lay-

ers. The results of the right table represent the percentage of load imbalance between subdomains. The heterogeneous

case is based on the complete modeling of the French Riviera region but with physical parameters that prevent strong

nonlinearity from appearing, contrary to the nonlinear example.
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CPU Homogeneous (%) Heterogeneous (%) Non linear (%)

16 3.3 13.1 294
32 3.4 18.6 412
64 4.8 22.4 545
128 5.4 25.2 600
256 7.3 63.41 849

Figure 9: Impact of the numerical behavior of our algorithm on load balancing in the case of the 0.5Hz mesh.
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This allows us to evaluate the impact of uniformly-distributed static overhead coming from the sedimentary layer

and dynamic imbalance coming from the nonlinear mechanical property of this layer. For the heterogeneous case, we

measure an imbalance of 68% on 256 processors or cores. With physical nonlinearity, the situation is worse because of

the spatial distribution of the zones in which plasticity occurs in the sediment layer. The static element cut partitioning

used here is not efficient for this dynamical imbalance. A ratio of more than 8 is observed between the faster and the

slower subdomain computations.

6.2.2. Graph-coloring method results

In this section we provide analysis on the behavior of our coloring algorithm. All the comparisons are made

with the element cut mesh partitioning method. The figures 10 and 11 present results on 64 processors, based on

simulations of 10 s of duration corresponding to the beginning of the nonlinear phase. In Figure 10 we measure the

imbalance, at each time step, between the distributed subdomains of the sedimentary layer. We consider the mesh-

partitioning algorithm in this case. This illustrates the dynamical aspect of the CPU load. We see an increase of

the values close to the peak observed in the seismograms, it corresponds to the beginning of the nonlinear phase.

A complementary analysis is represented in Figure 11 with a comparison of the cumulative load imbalance during
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Figure 10: Variation with time of the imbalance induced by the variation of the numerical cost in the sedimentary

layer with a non linear rheology.

the simulation for graph-coloring or mesh-partitioning methodologies. The first plot is for the lowest layers, we can

observe a small imbalance for both approaches, it is the expected behavior as this part of geometry is decompose

in the same way. The right panel presents the imbalance for the sedimentary layer, the vertical axis is logarithmic.

We observe the benefits of our coloring algorithm as the imbalance is significantly reduced. In case of coloring, the

cumulative imbalance is under 25 % whereas the same computation with mesh partitioning algorithm for the top layer

exhibits an average of 200 % of imbalance. Table 5 illustrates the scalability of our coloring algorithm on up to 256

processors for the Nice05Hz test case. The right panel is the timing results of the gathering phase required after

the RHS assembly for the sedimentary layer. We represent the relative speedup using the timing on 32 processors

as a reference. The MPI Allgather subroutine is called first, this operation is followed by a local summation of

the relevant contributions for each subdomain. The global cost is nearly constant when we double the number of

processors involved in the collective communication we also divide by nearly a factor two the size of the messages

collected on each subdomain. This is coming from the distribution of the RHS vector on the different processors.

Typically this phase represents a small fraction of the total assembly cost; for instance on 256 processors it represents

an average of 3%. As we increase the number of processors, network contention or latency overhead could appear an

further investigation required. The left panel is the comparative speedup between the elements-cut and the coloring

approaches. The timing result on 32 processors for the elements-cut method is used as a reference to compute the

relative speedups. A very slow decrease of the elapsed time can be noticed for the classical algorithm. This comes

from the strong imbalance of the CPU-cost between subdomains in this case, we have observed a maximum of 840 %
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Figure 11: Comparison of cumulative load imbalance in the non linear sedimentary layer and in the other linear

geological layers.

on 256 processors. For the coloring method, the imbalance is much more reduced and the speedup is 3.6x compared

to elements-cut partitioning on the same number of processors. The overall scalability of the method is rather good

with a speedup of 6.9x from 32 to 256 processors.

CPU 32 64 128 256

Elements-cut 1 1.5 2.9 5.3

Graph-coloring 2.7 5.1 10.2 18.8

CPU 16 32 64 128 256 512

Global exchange 1 1.22 1.12 0.87 0.90 0.93

Table 5: Comparative speedup of the elements-cut and coloring algorithms for the Nice05Hz test case.

6.3. Sparse parallel direct solver

In this section we analyse the performance of the PaStiX linear solver [5] considering our French Riviera model.

The characteristics of the matrices are described in Table 6, both of them are in double precision, symmetric and

positive-definite. We give the dimension of the matrix (columns), the number of off-diagonal terms in the triangular

part of each matrix (NNZA) and the number off-diagonal entries in the factorized matrix L (NNZL). The number of

flops for the LDLT factorization is also reported.

Name Colums NNZA NNZL Flops

Nice05Hz 2470593 96.789E+06 3.925E+09 2.56E+13
Nice06Hz 5632011 224.147E+06 13.777E+09 1.73E+14

Table 6: Matrix characteristics from our French Riviera model.

6.3.1. Scalability results

The first concern is the scalability of the factorization and also of the solve phase. Tables 7 and 8 show the results

obtained on Borderline and Decrypthon platforms and underline the SMP effects of our algorithm.

In most of the cases with a fixed number of processors, the best configuration corresponds to the use of the max-

imum number of threads. For example, with 32 processors on Decrypthon (2 MPI processes and 16 threads for each

MPI process), we can factorize our matrix in 268 s whereas the time measured for the full MPI version (with one

thread per MPI process) is 283 s. We recall that the full MPI version requires much more communications for the

aggregation phase. The rather small difference (5%) on Decrypthon between these two approaches comes from the
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CPU MPI Threads Factorization (s) Solve (s)

8 4 2 820 5.77
8 2 4 810 5.96

16 8 2 464 3.4
16 4 4 450 3.64
16 2 8 436 3.64

32 16 2 242 2.06
32 8 4 236 1.99
32 4 8 257 2.31
32 2 16 268 2.33

CPU Factorization (s) Solve (s)

8 877 5.64
16 454 3.46
32 283 2.0

Table 7: CPU time results on Decrypthon platform: Hybrid (left) and MPI (right) approaches for the Nice05Hz mesh.

CPU MPI Threads Factorization(s) Solve (s)

8 4 2 1240 3.98
8 2 4 1140 4.2

16 8 2 944 2.45
16 4 4 719 2.54
16 2 8 679 3.19

32 8 4 452 1.37
32 4 8 342 1.58

64 8 8 215 0.8

CPU Factorization (s) Solve (s)

8 2110 4.57
16 1340 2.45
32 830 1.57
64 775 1.28

Table 8: CPU time on the Borderline: Hybrid (left) and MPI (right) approaches for the Nice05Hz mesh.

efficiency of the network for inter-node and intra-node communications. At the shared memory level, the optimized

MPI implementation delivers good performance in comparison with multithreading for PaStiX algorithm. The differ-

ences between the SMP and MPI versions of our algorithm are far more important on the Borderline platform. For

example, we measure in Table 8 a factorization time of 215 s on 64 processors with the SMP version and 775 s with

the full MPI version. We can also notice a gain of 37% for the hybrid solve phase considering the same configuration.

On this platform we do not benefit from optimized intra-node communications based on shared memory and there-

fore the multithreaded approach is far more efficient inside a given node. The impact of communications can also be

analyzed for the SMP version: if we use 16 processors, the difference between using 2 or 8 threads inside the node is

close to 30% on Borderline whereas the difference is only 5% on Decrypthon platform.

CPU Factorization(s) Solve (s)

16 359 4.99
32 175 2.53
64 108 1.44
128 64.9 0.76
256 46.6 0.46
512 39.6 0.30
1024 44.6 0.26

CPU Factorization (s) Solve (s)

64 673 4.62
128 369 2.57
256 237 1.44
512 196 0.91
1024 153 0.86

Table 9: CPU time on JADE platform: Hybrid approach - Nice05Hz mesh (left) and Nice06Hz mesh (right).

Table 9 summarizes the timing results on JADE platform on up to 1024 processors. We consider the hybrid imple-

mentation with 8 threads on each node for both examples. For the Nice05Hz test case, we observe a speedup until

256 processors. Between 256 and 1024 processors, performance appears begin declining. The increase of the number

of processors leads to a fine grain parallelism and we do not fully exploit the processors involved in the computation.

The situation is better for the Nice06Hz test case because the matrix size is larger. In both cases the solve phase time

decreases on up to 1024 processors.
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6.3.2. Memory consumption

An important bottleneck for large-scale inelastic simulations is the memory consumption of sparse direct solvers.

Another advantage of the hybrid approach implemented in the PaStiX software package is its ability to reducememory

overhead; as local data structures are allocated at the MPI process level a very large amount of memory is saved.

CPU MPI threads memory (GB)

128 64 2 186
128 32 4 92.9
128 16 8 53.2

CPU MPI threads memory (GB)

128 64 2 430
128 32 4 230
128 16 8 180

Table 10: Detailed memory consumption on 128 processors for the hybrid approach - Nice05Hz mesh (left) and

Nice06Hz mesh (right).
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Figure 12: Memory consumption for the hybrid and full MPI approaches - Nice05Hz mesh (left) and Nice06Hz mesh

(right).

Considering a fixed number of processors, the best results are always obtained by maximizing the number of threads,

it is illustrated in Table 10 with results for both test cases on 128 processors using different combination for the

number of threads and the number of MPI processes. Using the best configuration, the memory is therefore divided

by a factor 3.5 for the smaller matrix and by a factor 2.4 for the larger example. Figure 12 depicts the memory

consumption on up to 1024 processors. For the Nice06Hz mesh (right panel), using 256 processors on the JADE

platform requires the cumulative memory available on 64 computing nodes for the MPI version (1.6 TB) whereas the

hybrid implementation (278 GB) only requires the cumulative memory of 16 nodes. The storage of the matrix factors

represents a decreasing part of the total memory used when we increase the number of MPI processes. It represents

112 GB for the Nice06Hz mesh and 32 GB for the Nice05Hz mesh. We can evaluate the contribution of aggregation

buffers to global memory consumption: for the Nice05Hz mesh on 256 processors, the part of these buffers is 66 % for

the best hybrid version and 95 % for the full MPI version. For the larger case, the ratio is 59 % for hybrid PaStiX and

93 % for the MPI implementation on 256 processors. Using multithreading inside the node restrain the increase of the

memory consumption due to communication buffers. The full MPI version prevent from using all the processors on

each SMP node (2 or 4 computing processors on each 8-processors node) because of the memory overhead. We have

successfully performed calculations on up to 1024 processors based on the hybrid implementation.

In terms of scalability or memory efficiency the advantage of the hybrid algorithm is clear compared with the classical

MPI approach both in terms of reduction of memory consumption and CPU time.
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7. Physical results and analysis

7.1. Nonlinear behaviour at a specific receiver

We have performed three simulations with a different magnitude for the hypothetical earthquake. Figure 13 shows

displacement, velocity and acceleration time histories for magnitude Mw = 5.7, Mw = 6.0 and Mw = 6.2, respectively,

for the mesh accurate up to 0.5 Hz. For the Mw = 5.7 event, we clearly see that the soft sedimentary layer has the
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Figure 13: East-west component of displacement (top), velocity and acceleration (bottom) at a receiver for earthquakes

of magnitude 5.7 (left), 6.0 (middle) and 6.2 (right).

same behavior in both the linear and the nonlinear simulations (the permanent displacement is due to the near-field

and/or the intermediate field terms generated by the shear dislocation). When increasing the magnitude to 6.0 and

6.2, nonlinear effects appear and increase the permanent displacement owing to the fact that the material enters the

plasticity domain (i.e. γlim in Figure 2). For the velocity, we can see for the magnitude 6.2 event that the dissipation of

energy due to the start of the hysteresis decreases peak ground velocity on the shear wave portion (i.e. between 8 s and

12 s). The effect of the nonlinear constitutive law on acceleration is much more difficult to interpret; the global trend

is to add an important high frequency content (in agreement with [43]) and to increase peak ground acceleration after

the shear wave portion (i.e. from 12 s to the end). Since a high frequency content is added by the nonlinear behaviour

of the soil, numerical dispersion may take place and the mesh accurate up to 0.5 Hz may not be able to correctly take

this phenomenon into account.

7.2. Global effect of nonlinearity on peak ground displacements and peak ground velocities

Figure 14 and Figure 15 (in the Appendix), show the Peak Ground Displacement (PGD) and the Peak Ground

Velocity (PGV), respectively, for the linear and nonlinear simulations for the mesh accurate up to 0.6 Hz.

We first notice that the radiation pattern of the PGD is consistent with the theoretical radiation pattern shown in

Figure 6. We also observe that the nonlinear behaviour of the soft sediments increases the PDG, in particular in areas
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Figure 14: Peak Ground Displacements during the linear (left) and nonlinear (right) simulations for the 0.6 Hz mesh.

where the PDG of the linear simulation exhibits high values. This observation is consistent with the general behaviour

we expect from nonlinear constitutive law such as the elastic perfectly plastic one used in this study (e.g [28]).

Figure 15: Peak Ground Velocities during the linear (left) and the nonlinear (right) simulations for the 0.6 Hz mesh.

The influence of the nonlinear behaviour on PGV is even clearer. Despite the fact that topography is present and

increases PGV at the top of the hills for the linear simulation (e.g. [45]), the global effect of the constitutive law

(topography being present or not) is to decrease PGV of 28% at some locations, owing to the fact that the nonlinear

behaviour of the soil dissipates energy (we mention that since the value of the cohesion of the Mohr-Coulomb criterion

as well as the shear wave velocity of the sediment layer are taken arbitrarily, an accurate quantitative assessment of

the reduction of PGVs during a real earthquake is still difficult to model).
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8. Conclusions and future work

We have presented numerical finite-element simulations of seismic wave propagation in geological media with

a non linear rheology. PaStiX direct solver is used to avoid the classical convergence problems of iterative linear

methods which would arise here because our media have nonlinearities, and to benefit from computations for multiple

right-hand sides but having the same structure. We have underlined the impact of the hybrid programming algorithm

used to overcomememory overhead. We have also analyzed the parallel assembly, which is the other time consuming

part, for different algorithms and have demonstrated the limitations of classical mesh partitioning. In order to reduce

the imbalance, we have then introduced a coloring-like approach that takes advantage of the knowledge of the problem.

An analysis of the behavior of our algorithms is provided on up to 1024 processors. The geology and geometry of

the geological model of the French Riviera that we have used is relatively simple. In future work we could consider a

more detailed model that could be used to evaluate more quantitatively strong seismic ground motion in and around

the city of Nice. Another direction is to consider hybrid methods introduced for instance in [35, 36] for the sparse

linear solver and evaluate the potential benefits in terms of scalability or memory consumption.
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[42] P. Hénon, P. Ramet, and J. Roman, “On using an hybrid MPI-Thread programming for the implementation of a parallel sparse direct solver on

a network of SMP nodes,” in Proceedings of the Sixth International Conference on Parallel Processing and Applied Mathematics, Workshop

HPC Linear Algebra, Poznan, Poland, Lectures Notes in Computer Science 3911, 2005, pp. 1050–1057.

[43] I. Beresnev and K. Wen, “Nonlinear soil response - a reality?” Bull. Seism. Soc. Am., vol. 86, no. 6, pp. 1964–1978, 1996.

[44] K. Aki and P. G. Richards, Quantitative Seismology, 2nd ed. University Science Books, 2002.

[45] M. Bouchon, “Effect of topography on surface motion,” Bull. Seism. Soc. Am., vol. 63, no. 3, pp. 615–632, 1973.

20


